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Abstract

This article describes a series of experiments which
were carried out to measure the sense of presence in
auditory virtual environments.
Within the study a comparison of self-created signals
to signals created by the surrounding environment is
drawn. Furthermore, it is investigated if the room char-
acteristics of the simulated environment have conse-
quences on the perception of presence during vocal-
ization or when listening to speech. Finally the exper-
iments give information about the influence of back-
ground signals on the sense of presence.
In the experiments subjects rated the degree of per-
ceived presence in an auditory virtual environment on
a perceptual scale. It is described which parameters
have the most influence on the perception of pres-
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ence and which ones are of minor influence. The re-
sults show that on the one hand an external speaker
has more influence on the sense of presence than an
adequate presentation of one’s own voice. On the
other hand both room reflections and adequately pre-
sented background signals significantly increase the
perceived presence in the virtual environment.

Keywords: Spatial Audio, Virtual Auditory Envi-
ronments

1 Introduction

Self-created sounds surround us all the time we are
acting in a real environment. We have become used
to it and are often not aware of the auditory feedback
when interacting with the environment. For exam-
ple, we produce sounds when typing on a keyboard or
while walking which helps us to optimize our actions.
A very special form of auditory feedback is provided
by the perception of one’s own voice. While speak-
ing we hear our own voice and react very sensitively
to changes in the sound of the own voice.
Most commonly, virtual auditory environments are
designed to simulate perceptually plausible environ-
ments, even though they are in general free of the re-
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strictions of the laws of physics and therefore, envi-
ronments without a real counterpart can be easily gen-
erated.
Especially when using the virtual environment as a
tool for psychoacoustic research it is required to know
if the subjects in the virtual environment behave sim-
ilarly to the way they would behave in a real environ-
ment. Djelani et al. [DPSB00] have shown that local-
ization in the assessed headphone-based virtual audi-
tory environment differs only slightly compared to the
real world.
Presence is a combination of involvement and the im-
mersion in a virtual environment. The involvement
describes a psychological state of mind experienced
as consequence of focusing one’s attention on a co-
herent set of stimuli. The immersion is a psychologi-
cal state characterized by perceiving oneself to be en-
veloped by, included in and interacting with an envi-
ronment that provides a continuous stream of stim-
uli and experiences [WS98]. According to Sheridan
[She92a, She92b] virtual presence is achieved when
the sensory information generated by a computer and
presented with the appropriate methods causes a feel-
ing of being in the virtual environment. Fontaine
[Fon92] and Zeltzer [Zel92] describe how the degree
of presence perceived in the virtual environment in-
fluences the ability of a subject to perform a task in
the virtual environment. In general, in a virtual envi-
ronment offering a higher degree of presence, a task
can be performed better and more efficiently. Thus,
in most applications involving an auditory virtual en-
vironment, it is desirable to achieve a certain amount
of immersion and involvement in the virtual environ-
ment.
In literature several investigations on measuring the
sense of presence have been performed. Different
methods can be applied e.g. by asking the subjects to
fulfill a task in the virtual environment or by directly
asking the subjects how they perceived presence. For
an overview on methods and literature on measuring
presence please refer to Witmer und Singer [WS98].
When developing a virtual auditory environment sys-
tem it is required to create a plausible impression of
the environment. The design of the environment to be
simulated — i.e. the shape of the room, kind and posi-
tion of the sound sources in the room, etc. — are im-
portant for the listener’s perception. The subject shall
feel both comfortable and present in the virtual envi-
ronment.
Knowledge about the different parameters that influ-

ence presence and about the implications when feel-
ing present in an environment on the actions of a sub-
ject is still rare. However, according to Gilkey and
Weisenberger [GW95] especially sounds, which serve
neither as a symbol nor as a warning, maintain our
feeling of being a part of the living world and con-
tribute to our sense of being alive. Thus, it is obvious
that self-created sounds may significantly contribute to
enhanced presence.
The results presented in this paper are part of a se-
ries of studies on virtual auditory environments which
were carried out at the Institute of Communication
Acoustics at Ruhr-Universität of Bochum. The stud-
ies aimed at understanding the influences of differ-
ent auralization methods on the authenticity and the
presence of a virtual auditory environment [DPSB00,
Pör00, Pör01, Pel02]. However, the results presented
here are new and have not been published elsewhere.
They can help to gain information about the influence
of self-created sounds on the sense of presence.
The experiments which are described in this paper
have been carried out to address the following key
questions:

• Which parameters influence the sense of presence
during vocalization? Which ones are most impor-
tant?

• In which way do an appropriate presentation of
one’s own voice and an external speaker con-
tribute to the sense of presence in a virtual en-
vironment?

2 Effects of self-created sounds on
presence

In a previous study it has been investigated in which
way an adequate presentation of one’s own voice in-
creases the presence in a virtual environment [Pör01].
Analyzing presence during a conversation task it was
shown that an adequate presentation of one’s own
voice enhances the sense of presence in a virtual en-
vironment. In the investigation the presentation of the
direct sound component and the reflections of one’s
own voice were varied. The results show that pres-
ence in a virtual environment is increased by a plau-
sible perception of the subject’s own voice. Both an
appropriate presentation of the direct sound (which is
normally modified by wearing headphones) and the
reflections contribute significantly to the increase in
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presence.
A similar approach has been taken by Nordahl
[Nor05]. He investigated the influence of self-created
sounds of footsteps on presence. The results show
that a significant increase of presence can be observed
by additionally presenting an auditory feedback of the
footsteps. However, in the previous studies no at-
tempts were taken to compare the influence of self-
created sounds to the influence of externally triggered
sounds and their implications on presence.
In another study [VLVK08] the benefits of present-
ing engine sound when auralizing only auditory or
auditory-vibrotactile information are described. The
authors conclude from the results that self-motion
sounds (e.g. the sound of footsteps, engine sound) rep-
resent a specific type of acoustic body-centered feed-
back in virtual environments. Therefore, the results
may contribute to a better understanding of the role
of self-representation sounds (sonic self-avatars), in
virtual and augmented environments. Further studies
have been performed investigating the influence of au-
ditory cues in the perception of self-motion [KZJH04].
In [RSPCB05] the influence of auditory cues on the
visually-induced self-motion illusion was investigated.
A good overview on different studies on self-produced
sounds can be found in [Bal07].

3 Description of the auditory virtual
environment

The auditory virtual environment applied in the exper-
iments can be divided in two main components: The
BRS-System (Binaural Room Scanning) performs the
real-time convolution of the anechoic audio signals
with the appropriate binaural room impulse response
depending on the subject’s orientation.
The POV Module (Perception of the Own Voice) is re-
sponsible for a plausible presentation of the own voice
to the subject. The direct sound component of one’s
own voice is altered when wearing headphones. Com-
pensating this modification needs to be done with a
very low latency and is thus implemented in the POV
module. In combination with the BRS-system, the
own voice can be presented to a listener as if he/she
were in the simulated room.

3.1 BRS System

The BRS system is a jointly developed product by
the IRT, Studer Professional Audio AG and the Ruhr-

Universität of Bochum. BRS stands for ”Binaural
Room Scanning”. The device is capable of convolving
5 different sound sources with impulse responses of up
to 85 ms duration in real time. This auralization sys-
tem is headphone-based and can work with measured
or simulated room-impulse-responses for the acousti-
cal display of rooms. It includes the dynamic convo-
lution of stored binaural room impulse responses, con-
trolled by a head-tracker measuring the head move-
ments in the horizontal plane.
In order to achieve a low latency time only small block
sizes are applied for the transformation in the fre-
quency domain. Thus for a room-impulse response of
a total length of 4K samples (85 ms at a sampling rate
of 48 kHz) a block length of 128 samples was cho-
sen which results in a latency of 5.3 ms period (two
blocks). The room database consists of a set of bin-
aural room impulse responses measured at elevations
from -45◦ to 45◦ and steps of 5◦ azimuth. Interpo-
lation between the different directional filters is ac-
complished in the frequency domain. The total update
rate depends on the actually used head-tracker model.
In this experiment a Polhemus Fastrak has been used
which has a latency of about 20 ms at an update rate of
60 Hz, considering the asynchronous communication
paths between head-tracker, microcontroller and DSP.
Due to the dynamic update and interpolation of the
whole impulse response the BRS system shows a good
distance perception and precise localization accuracy
despite the fact that non-individual HRTFs are used. In
different previous publications more details about the
system, an evaluation of the system’s performance and
the results of listening experiments in which the BRS
system was successfully used as auralization hard-
ware for psychoacoustic research have been described
[MFT+99, MFT+00, HKP+99, Pel00]. Here it has
been shown that considering only the horizontal ro-
tation of the subject’s head in combination with non-
individual HRTFs is adequate for a perceptual good
result. A standard room simulation tool developed at
the Institute of Communication Acoustics in Bochum
[LB92, Pom93] was used to create the appropriate bin-
aural impulse responses for three different rooms.

3.2 POV Module

In order to understand the work of the POV Module
it is required to give a brief description of the way
the own voice is perceived. Hence three components
[LG95] influence the perception of the own voice:
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a) Sound transmission through the air around the
speaker’s head to the ear drums (direct air-
conducted transmission).

b) Internal sound transmission inside the head
through bones and the skull to the cochlea (bone-
conducted transmission).

c) Reflections of one’s own voice on acoustically
relevant surfaces in the surrounding environment
(indirect air-conducted transmission).

The absence of one or more of these components com-
monly leads to an unnatural perception of one’s own
voice. For example, the absence of reflections can
be perceived while speaking in an anechoic chamber
which can make people who are not used to such an
environment feel uneasy. Due to the reflections the
sound of the own voice is totally different between a
living room and a cathedral. Wearing ear protectors or
headphones also leads to a changed perception. Here,
not only the sound transmission around the speaker’s
head is reduced, but the bone-conducted component is
also changed by occluding the ear.

Figure 1: Relevant components of the perception of
one’s own voice

To obtain a plausible perception of the own voice in an
auditory virtual environment, the listener must be pre-
sented with bone-conducted as well as air-conducted
sound. As the headphones applied in the experiments
do not have influence on the perception of the bone-
conducted sound, it remains unchanged in the simula-
tion and needs therefore not to be considered.

The airborne sound is changed by any kind of head-
phones. Therefore the external sound transmission has
to be reconstructed within the auditory virtual environ-
ment in the same way as it would occur without wear-
ing headphones. The influence of the ”real” airborne
component, which is still present when wearing open
headphones, must be considered.
The voice of the speaker is captured by a close-talk
microphone (Sennheiser KE4) in the speaker’s near-
field at a position 40 mm from the lips. The influ-
ence of the insertion loss of the headphones is com-
pensated [Pör00] by adequately filtering the record-
ing signal (Correction Insertion Loss Filter) and pre-
senting it via headphones (Sennheiser HD 540) at a
correct level. The most critical point for implement-
ing the CIL filter is the low group delay of the hard-
ware on which the filter is realised. Here especially
the group delay of the A/D and the D/A converters
are of particular importance. A delay of less than
300 µs between the detection of the sound-pressure
signal at the mouth microphone and its presentation
at the headphones must be obtained in order to main-
tain the phase information. This delay corresponds to a
sound-propagation distance of about 0.1 m, which is in
the order of the magnitude of the distance between the
mouth reference point (40 mm in front of the lips) and
the ear reference point (entrance of the ear canal). The
sound pressure in the ear canal caused by the head-
phone signal interferes with the one caused by the air
propagation around the head. Consequently, the phase
of the headphone signal is of importance in order to
avoid any unwanted superposition and comb-filter ef-
fects. The described compensation also comprises the
changes caused by the occlusion effect, which mani-
fests itself in the form of a changed sound pressure in
the ear canal caused by the headphones [Pös86]. The
POV Module is implemented on a Tucker-Davis sys-
tem which fulfills the requirements concerning a low
latency. The reflections of the speaker’s voice are cal-
culated within the BRS-system in the same way as
the reflections of the other sound sources apart from
two exceptions: Firstly direct sound is not considered
within the BRS system. Secondly the reflections to
be simulated in the virtual environment usually occur
in the far-field of the speaker, whereas the microphone
signals are recorded at the mouth reference point in the
near-field. To correct for this the microphone signals
are filtered in a way as if they stemmed from a micro-
phone in the far-field (NF/FF filter). Figure 2 shows
the structure of the POV Module.
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Figure 2: Structure of the POV Module

A detailed description of the POV Module and the
measurements required to receive the filter coefficients
can be found in previous publications [Pör00, Pör01].

3.3 Complete System

Figure 3 shows the structure of the complete system.
The BRS-System receives as input the audio signals
of the sound sources (external speaker, background
signals) as well as the output signal of the NF/FF filter
of the POV Module. The directivity of the speaker is
handled within the BRS system.

Figure 3: Structure of the complete auditory virtual
environment system as applied in the experiment

4 Experiment

4.1 Experiment Set-up

This psychoacoustic experiment took place in a small
soundproof listening room (3 m × 3.5 m × 3 m) at
the CNRS (Centre Nationale de Reserche Scientifique)
in Marseille, France. The walls and the ceiling of
the room were covered with sound absorbing material
(10 cm foamed plastics). The measured reverberation

time of the listening room was about 80 ms. The sound
pressure level in the room was lower than 30 dB(A).
Thus influences of background noise and reflections
of one’s own voice stemming from the listening room
do not have to be considered.
The experiments were controlled by an operator in a
contiguous room who had visual contact with the sub-
jects through a window. Furthermore, an intercom was
installed between the two rooms in order to give advice
to the subjects during the experiment. The subjects sat
at a table in the center of the room.
The signals were presented by a set of open Sennheiser
HD 540 headphones which can be considered having
free equivalent coupling to the ear. The speech sig-
nals were recorded by a Sennheiser KE4-microphone
40 mm in front of the lips.

4.2 Method

13 subjects aged between 26 and 56 participated in the
experiment, three female and ten male. All persons
indicated that they had normal hearing ability. Most
of them had experience with psychoacoustic experi-
ments, but not with experiments in interactive auditory
virtual environments.
Three different virtual rooms were auralized by the
virtual environment during the experiment. The rooms
are of the same size and shape, but the wall materials
of the virtual room were varied. The room dimensions
are 6.4 m × 5.3 m × 2.6 m and the volume amounts to
approximately 70 m3. Figure 4 shows the shape of the
simulated room.

Figure 4: Sketch of the virtual room

The auralization was performed for three different
rooms: An anechoic room (free field conditions)
where only direct sound was considered, room No. 1
was a studio room (Figure 4) which was apart from
floor and window covered with wood and finally room
No. 2 which as well had the shape of a studio room,
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but which was equipped except from floor and window
with plush padding.
Regarding the self-created sounds the own voice was
recorded, adequately filtered and presented as de-
scribed before. Additionally, speech stimuli which
were not self-created by the subject were presented.
The background sounds which were presented to
the subjects during the experiment were prerecorded.
Sounds which are common in a bureau as the ticking
of a clock, someone typing on a keyboard, the sound
of a coffee-machine or the sound of a ventilator were
auralized.
Four different sound source positions were simulated
in the virtual auditory environment in order to carry
out the experiments described in this paper: A posi-
tion nearly in the centre of the room for the speaker’s
head (own voice), one position in the back and one to
the left for the background signals and one position to
the right (external speaker).
The set-up of the experiments allowed switching be-
tween the different simulated rooms and the external
and self-created sounds in real-time.

4.3 Procedure

The experiment started with an introduction phase, i.e.
the scenarios were described and the set-up of the ex-
periment was explained. The subjects were encour-
aged to perform moderate head movements during the
experiment. Short sequences of the different stimuli
used in the experiment were presented.
Then the subjects were confronted with the first sce-
nario. They were informed when they should speak
and when they should listen.
Before the start of the experiment the expression
”presence” (according to [WS98]) as well as the pro-
cedure itself were explained to the subjects. At the
end of each scenario the subjects were asked to rate
presence. The subjects rated presence on a continuous
rating scale, which was suggested by Bronwen and Mc
Manus [BM86] and Möller [Möl00] as shown in Fig-
ure 5. As most of the subjects were native French
speakers the information and as well the categories
were given in French. The categories can be translated
as follows: extremely bad (pas tu tout), bad (peu), poor
(légrèment), fair (moyennement), good (assez), excel-
lent (très), best imaginable (totalement). The subjects
were asked to give their ratings as intuitively as pos-
sible, and not to compare the scores with those of the
previous scenarios. The order of the communication

scenarios and the one used for the presentation condi-
tions was randomly chosen. This means that system-
atic errors caused by the order of the scenarios could
be avoided. Each condition was presented twice in a
randomly chosen order. The experiment took about 30
minutes for each subject.

Figure 5: Scale for rating the perceived presence in the
virtual environment (the original scale and the English
translation are shown)

4.4 Data analysis and results

With 13 subjects participating in the test a total amount
of 26 judgements for each presented condition were
collected. The experiment comprised 48 stimuli for
each subject.
The subjects’ scores were analyzed as follows: first by
means of a χ2-test it was confirmed that the scores for
each condition were Gaussian distributed. Then the
average scores and the standard deviations were cal-
culated for each condition. In Figure 6 and Figure 7
the average scores and the 95% confidence intervals
are depicted.
According to Figure 6 presence is rated higher for an

external speaker than for one’s own voice. A compar-
ison of the conditions by means of a t-test [HEK91]
shows that the differences between one’s own voice
and the external voice have a significant influence on
the sense of presence in the virtual environment. The
perceived presence is significantly higher for the exter-
nal speaker than for the own voice (p > 0.99). How-
ever, in the experiment most of the persons reported
that they perceived the own voice being natural even
though some of them did not recognize that the feed-
back was significantly changed by the presentation of
the own voice.
Furthermore, a significant increase in the perceived
presence could be observed for the external voice
when background stimuli were presented (p>0.9). For
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Figure 6: Influence of the background noise and the
type of the sound source on the perception of one’s
own voice. The average scores as well as the 95% con-
fidence intervals are shown.

the own voice the same trend could be noticed. How-
ever, statistical significance could not be proven here.
In general, subjects reported that the presentation of
the virtual environment and especially of the back-
ground noise was very convincing. Some of them were
even not sure if the stimuli originated from real sound
sources in the environment or were produced within
the virtual environment.
As shown in Figure 7 differences in the rated presence
depending on the presented room can be observed.
Especially between the free-field conditions and the
acoustically modeled rooms significant differences ex-
ist: Compared to the free-field conditions the subjects
rated the presence significantly higher for the other
two rooms. For the external speaker the differences are
statistically significant (p>0.99). For the own voice
the same trend exists, even though the trend could not
be statistically proven by means of a t-test. The dif-
ferences between the free-field conditions and the two
rooms are much higher for the external speaker than
for one’s own voice. This can be explained by the fact
that the reflection levels in respect to the direct sound
are much higher for an external speaker. No statistical
significance was found between the two rooms which
were equipped with different wall materials. How-
ever, as shown in Figure 7 the trend is the same for

Figure 7: Influence of the type of the room and the
type of the sound source (internal / external) on the
perception of one’s own voice. Both stimuli with and
without background noise are considered here. The
average scores as well as the 95% confidence intervals
are shown.

the two conditions of external speaker and own voice:
The average rates for the presence were for room No.
2 slightly lower than for room No. 1 which might be
caused by the fact that the reflections were weaker in
room 2 than in room 1.

5 Conclusions

The results of the experiments presented in this study
coincide with the findings of Gilkey and Weisenberger
[GW95] and show that an increase of the perceived
presence is gained if background sounds are ade-
quately presented.
When speaking in the virtual auditory environment the
presence in the virtual environment was lower than
when listening to an external speaker. This in prin-
ciple may be caused by two reasons: Either the pre-
sentation of the own voice by the POV Module might
not have created a plausible impression or the speech
of an external speaker has stronger implications for the
perception of presence. Evaluation experiments of the
POV Module which have been performed before the
experiment started [Pör01] have shown that a natural
impression of the perception of one’s own voice is cre-
ated by the POV Module. Hence it can be concluded
that the perception of an external speaker creates a
higher degree of presence than the plausible percep-
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tion of the own voice. This is reasonable because an
external speaker gives the impression to the listener
that someone else is present in the room which is not
the case when listening to one’s own speech.
Furthermore, the simulation of reflections in an audi-
tory virtual environment increases the perceived pres-
ence. However, the importance of reflections is less for
the own voice because the level difference between di-
rect sound and reflections is usually much higher than
for external sound sources. Additionally, the influ-
ence of head movements is less for the own voice as
only the reflections but not the airborne and the bone-
conducted sound are altered.
The results presented in this study can be regarded as
a starting point for a sound designer to create virtual
worlds which produce comfort as well as presence for
the listener.
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