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Abstract

This paper presents an empirical study of affine invari-
ant feature detectors to perform matching on video se-
quences of people with non-rigid surface deformation.
Recent advances in feature detection and wide base-
line matching have focused on static scenes. Video
frames of human movement capture highly non-rigid
deformation such as loose hair, cloth creases, skin
stretching and free flowing clothing. This study eval-
uates the performance of six widely used feature de-
tectors for sparse temporal correspondence on single
view and multiple view video sequences. Quantita-
tive evaluation is performed of both the number of fea-
tures detected and their temporal matching against and
without ground truth correspondence. Recall-accuracy
analysis of feature matching is reported for temporal
correspondence on single view and multiple view se-
quences of people with variation in clothing and move-
ment. This analysis identifies that existing feature de-
tection and matching algorithms are unreliable for fast
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1 Introduction

As identified by Lowe [Low04], object feature match-
ing between images represents a fundamental problem
in object and scene recognition in the fields of com-
puter vision and graphics. The primary focus of this
work, is to investigate the consistency of features ob-
tained from real time capture of human motion. There-
fore, identifying appropriate features, such as corners,
edges and creases is important. Wide baseline cor-
respondence detection for static and dynamic scenes
has been demonstrated using multi-scale affine invari-
ant feature detectors such as SIFT [Low04]. Recent
research in temporal correspondence for non-rigid se-
quence of people has also employed SIFT for feature
detection [ATR+08, dAST+08, SH07b]. However,
only limited quantitative evaluation of feature detec-
tion and temporal matching has been performed with
prior knowledge of scene structure.

This paper does not purport to investigate the prop-
erties of feature descriptors or how best to com-
pute them. There are numerous publications that
comprehensively review the virtues of such feature
detectors, namely by Lowe [Low04], Mikolajczyk
& Schmid [MS05], Mikolajczyk et. al. [MTS+05],
Li & Allinson [LA08] and Tuytelaars & Mikola-
jczyk [TM08]. However these studies are limited to
the consideration of rigid scenes. In this work, we ex-
tend the work presented in [DSH08] and evaluate the
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performances of a range of detectors for multiple view
video of non-rigid scenes of moving people from 3D
video.

As reported in [Low04], the number of feature de-
scriptors that can be extracted in an image is in the
order of thousands. This is especially true for images
with a lot of texture and fine/coarse structure. This is
also true for surface correspondence of people recon-
structed from multiple view video [SH07a, SMH06].

The examples shown in Figure 1 highlight the vari-
ation in number of features detected for three people
with a variety of common clothing. In these images the
number of features varies from around 200 keypoints
for a person with uniform monochromatic clothing to
over 1300 keypoints for someone with fully textured
patterned clothing. Except for textured clothing, a lot
of features arise from creases in clothing. There is
an inherent ambiguity in matching edge features along
the direction of the edge and a keypoint detector may
locate the salient point at different positions along the
edge across viewpoints and over time as long as the
point is within view. The centre of the yellow circles
plotted on each example in Figure 1 reflect the loca-
tion of each feature and the size of the circle represents
the scale at which the extrema of the feature has been
detected. For Figure 2, additional yellow circles sur-
rounding areas in the images depict regions that con-
tain features.

The problem remains to determine the best method
to achieve an optimised 3D surface feature matching
between consecutive video frames over a sequence and
across multiple viewpoints. Accurate and efficient fea-
ture matching between frames is important to avoid
drift in tracking the non-rigid object movement over
time. It is important to note that occlusion bound-
aries (outline of the body or self occlusion) cannot be
matched across viewpoints or across time. Previous
evaluation of feature matching for static or dynamic
scenes reported in [LA08, MS05, MTS+05, TM08]
use visual markers, to identify ground truth correspon-
dence for comparison of feature detectors. However,
for sequence of people wearing loose clothing, inser-
tion of visual markers is difficult without affecting the
natural movement. In this paper, we conduct an eval-
uation of feature detection and matching performance
for highly non-rigid sequences of people with loose
clothing. Ground truth evaluation of the feature detec-
tors is achieved by manually marking correspondences
in the captured video sequences. This allows evalua-
tion of performance for natural clothing and movement

without imposing any additional physical constraints.
This paper is organised in the following manner:

Section 2 provides an overview of research conducted
in the area of feature matching for wide baseline
stereoscopic video sequences and in the field of graph-
ics and visualisation. We include a brief descrip-
tion and parameters used (giving best possible detec-
tion and matching) of six main feature and region de-
tectors in Section 3. This is followed by some re-
sults on unconstrained feature matching in Section 4.
The proposed method to verify the consistencies of a
pair of real time feature matches is described in Sec-
tion 5. Also in Section 5 is the comparative analysis
between feature detectors against manually labelled
ground truth correspondences. Concluding remarks
and possible future research directions are presented
in Section 6.

2 Related Research

In recent years a significant amount of work has been
conducted in shape-from-silhouettes [SMH06]. The
3D shape is reconstructed from multiple view object
silhouettes segmented from the background [SH07a].
The benefit of using such a method is the possibility
of reconstructing a three dimensional volume of an ar-
bitrary moving subject. This has added realism when
the subject is shown to be moving in time, as it would
be in the original captured video sequence. Although
the reconstructed surface is smooth and captures the
non-rigid nature of the subject, three dimensional re-
construction of the local geometry of the surface rep-
resenting 3D textured regions of the subject is a known
problem [ATR+08]. This is particularly due to lack of
information of the 3D surface correspondences.

Numerous methods have been employed by re-
searchers to obtain surface correspondences, which aid
in realistic reconstruction of the subject and track their
movement in the video sequence. Some of the popu-
lar methods used are SIFT [Low04], SURF [BTG06]
and the Scale Saliency algorithm [KB01], although
these methods are not directly used for reconstruction
purposes. For example, de Aguiar et. al. [dAST+08]
used the SIFT method to extract 3D surface cor-
respondences from multiple view video sequences.
Matching correspondences between video frames are
then used to constrain the Laplacian deformation of
the mesh. Though no numerical values were given,
they report accurate correspondence matching results.
As suggested by de Aguiar et. al. [dAST+08], ho-
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(a) JP Dance (b) Luis Standstill (c) JP Standstill (d) Roxanne Standstill

(e) JP Dance (f) Luis Standstill (g) JP Standstill (h) Roxanne Standstill

(i) JP Dance (j) Luis Standstill (k) JP Standstill (l) Roxanne Standstill

Figure 1: Identification of features using (a)-(d) SIFT; (e)-(h) SURF and (i)-(l) Scale Saliency.
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(a) JP Dance (b) Luis Standstill (c) JP Standstill (d) Roxanne Standstill

(e) JP Dance (f) Luis Standstill (g) JP Standstill (h) Roxanne Standstill

(i) JP Dance (j) Luis Standstill (k) JP Standstill (l) Roxanne Standstill

Figure 2: Examples of features identified using (a)-(d) HesAff-GLOH; (e)-(h) HesAff-SIFT and (i)-(l) MSER-
SIFT.
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mogeneous surface regions tend to limit the SIFT
method, hence their proposal of an additional sil-
houette based constraint. Inline with the work con-
ducted in [dAST+08], Ahmed et. al. [ATR+08] used
the SIFT [Low04] algorithm to extract the surface cor-
respondences from the 3D object mesh reconstructed
using a shape-from-silhouette method. The extracted
feature correspondences are sparse, making it easier
for them to constrain the regions surrounding each
feature for region interpolation purposes. Similarly,
Varanasi et. al. [VZBH08] used SURF to obtain an
initial set of sparse correspondences. They acknowl-
edged that in some instances, the sparse correspon-
dences are too few for reliable mesh deformation.
Hence, they proposed to use an additional coarse cor-
respondence registration method based on normalised
geodesic integral for feature detection at the limbs of
the subject.

Since SIFT is the most widely used feature de-
tector, it is natural that at some point, Lowe’s algo-
rithm and implementation would be improved depend-
ing on applications. One such variation is Ke and Suk-
thankar’s [KS04] proposal of incorporating principal
component analysis (PCA) into SIFT. Features are ini-
tially detected using SIFT. Then, for every feature de-
tected, a 41 × 41 sized patch of the gradient map sur-
rounding the keypoint is extracted. This patch is then
reduced to a 2 × 39 × 39 feature vector. The feature
vectors are projected to PCA domain using pre-defined
eigenspace transformation function. The eigenspace
is made up of large number of patches learned from a
large offline training set, although this only needs to be
computed once. PCA is applied on the feature vectors
to reduce the feature vector dimension which leads to
shorter descriptor. PCA-SIFT1 is only used for feature
vector dimension reduction and feature matching. It
is dependent on Lowe’s SIFT algorithm to detect fea-
tures and construct the initial 128-bit descriptor.

More evidence of surface correspondences being
used for wide baseline non-rigid surface matching
from 3D video sequences is presented in [ASK+04,
SH07b]. In [ASK+04] an unsupervised learning algo-
rithm is introduced that searches for matching corre-
spondences between frames based on the geodesic dis-
tance over the surface mesh. The limitation of this ap-
proach is that a significant number of scans are needed
in the learning phase to robustly reconstruct meshes
and generate matching correspondences. Secondly, as
reported in [ASK+04], the method is sensitive to out-

1http://www.cs.cmu.edu/ yke/pcasift/

liers. Hence, it is important that decluttering of the
noise take place in the pre-processing stage. In con-
trast to [ASK+04], Starck and Hilton [SH07b] pro-
posed using the maximum likelihood of the Markov
random field for matching and tracking. This results
in accurate correspondence matching between meshes
with large non-rigid shape differences but has a rela-
tively high computational cost.

Also of relevance is the work conducted recently
by Tola et. al. [TLF08] and Ozuysal et. al. [OFL07].
In [TLF08], the authors proposed the DAISY feature
descriptor which is similar to that of SIFT [Low04]
and GLOH [MS05] but faster and more efficient. In-
stead of using weighted sums [Low04, MS05, BTG06]
in the descriptor, Tola et. al. used convolutions
of the original image with oriented derivatives of
Gaussian kernels resulting in quicker construction of
the descriptor, although not significantly different to
SIFT and GLOH. It is worth noting that DAISY
uses circular bins compared to rectangular bins as in
[Low04, MS05, BTG06] which makes it more tolerant
to orientated features. Similar to [ASK+04, SH07b],
Ozuysal et. al. presented a learning based technique
to detect features in [OFL07]. They proposed using
a Naive Bayesian classification approach in a non-
hierarchical structure referred to as ferns to classify
patches of features. Although the methods reported
in [TLF08] and [OFL07] seem to either outperform
or have similar performance to SIFT in static scenes,
these methods are relatively new and have as yet not
be applied for feature detection in multiple view video
sequences of people.

In recent years, lot of focus has been placed on
detecting features in the 2D domain for matching
and tracking of 3D surfaces. However, it is also
worth mentioning that methods do exist to perform
detection and matching in three dimensional space.
Starck et. al. [SMH05] proposed an animation control
algorithm based on motion graph and spherical match-
ing method to optimise mesh blending. Their mo-
tion blending approach incorporates a coarse-to-fine
optimisation algorithm which is dependent on multi-
view surface correspondences. On a similar note, Hi-
laga et. al. [HSKK01] used normalised geodesic in-
tegrals to segment the surface geometry into patches.
Subsequently, Reeb graph is used to find the optimal
topological matches between surfaces. More recently,
Zaharescu et. al. [ZBVH09] presented MeshDOG and
MeshHOG for surface feature detction. MeshDOG is
a 3D surface feature detector that performs difference
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of Gaussians on the surface geometry instead of tex-
ture images as other standard detectors do. Simply put,
their detector is based on finding the appropriate sur-
face correspondences using the Hessian. MeshHOG
is the descriptor counterpart of the surface correspon-
dence. Although, they yielded good results, optimum
matching strategy of the surface correspondences is
still based on a user-defined threshold.

Other related work that would be of some interest in
the near future is using dense correspondences for 3D
surface tracking. Brox et. al. [BBM09] reported us-
ing total variational optical flow method to track dense
correspondences in a patch from monocular video se-
quences. In contrast, Vedula et. al. [VBK02] used opti-
cal flow in 3D to track dense surface correspondences
in time. Though not widely used, there is plenty of
scope to use 3D optical flow for non-rigid deformable
surface matching and tracking.

3 Detectors

This study is conducted on video sequences captured
in a multiple camera studio. The studio comprises
of 8 cameras equally spaced in a circle of radius 4m
at a height of 2m oriented towards the centre giv-
ing a 45o angle between views. Video sequences are
1920×1080 uncompressed 25Hz HD-SDI progressive
scan format. Performances were captured under uni-
form illumination with blue screen chroma-key back-
drops to facilitate foreground segmentation. A number
of feature detectors have been evaluated to verify their
suitability for feature matching on sequences of peo-
ple2.

3.1 Scale Invariant Feature Transform (SIFT)

SIFT [Low04] is one of the most widely used tech-
nique in human motion capture for identifying affine
invariant features. The SIFT algorithm makes use of
the Hessian of initial features (obtained from differ-
ence of Gaussians between scales) to robustly detect
features that are invariant extrema. SIFT features have
recently been used for frame-to-frame tracking of non-
rigid motion to obtain temporally consistent multiple
view reconstruction of subjects [AdAT+05, dATSS07,
SH07b].

The examples shown in Figure 1(a)-(d) are results
obtained using the standard SIFT [Low04] method
with default parameters on images of three people

2http://kahlan.pdf.surrey.ac.uk/cvssp3d/

wearing a variety of clothing. The parametric values
for SIFT are: standard deviation of the Gaussian func-
tion, σ = 1.6; scaling factor, κ =

√
2; number of oc-

taves per scale, oc = 3; extrema points to be discarded,
|D(x̂)| < 0.03; ratio of principal curvatures, r = 10.
From Figure 1(a)-(d), it is observed that SIFT is able
to distinguish clearly structures with textural informa-
tion. It is unable to extract good features from colour
gradients or from homogenous coloured clothing or
appearance. Furthermore, there is some degree of suc-
cess when identifying features that define creases and
folds.

3.2 Speeded Up Robust Features (SURF)

The SURF feature detector et. al. [BTG06] is a rela-
tively new method for computationally efficient fea-
ture detection. In contrast to using the difference
of Gaussians (DOG) by Lowe [Low04], the SURF
method is based on using the determinant of the Hes-
sian matrix to search for locations and scales of unique
features. Furthermore, the descriptor of these fea-
tures are obtained by approximation of Gaussian based
box filters on the integral image, rather than the in-
put image, which can be evaluated more efficiently.
The parametric values for SURF are: number of oc-
taves per scale, oc = 3; length of descriptor vector,
e = 128− bit.

Application of SURF feature detection on the same
set of example images is shown in Figure 1(e)-(h). Al-
though the number of features obtained is less com-
pared to SIFT, it can be observed that the features are
concentrated around edges of the clothing and distinct
object structures.

In terms of speed of the detector, SURF is clearly
quicker compared to SIFT, as can be observed in Ta-
ble 1 and Table 2. SURF is quicker than SIFT because
it detects less features and thus require less compu-
tation. In this comparison neither of the algorithms
implementations tested have been optimised. Default
parameters for the detectors were used in all cases as
this has been found to give good results.

3.3 Scale Saliency (SS)

The scale saliency (SS) feature detector [KB01] is in-
creasingly being used to detect salient features. SS
identifies features that are unique and prominent in
an object [HL03]. The detector uses an entropy
based method that measures the predictability or un-
predictability of local intensities for a feature. If the
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feature exhibits high entropy, then it is deemed salient.
The parametric values for SS are: number of octaves
per scale, oc = 3; anti-aliasing, AA = 0; number
of bins, nbins = 8; standard deviation of the Gaus-
sian function, σ = 1.6; threshold on saliency values,
wt = 0.5; threshold on inter-scale saliency, yt = 0.

Figure 1(i)-(l) shows application of the SS detector
on example images of people. In the study performed,
the SS method detects a far larger number of features
compared to SURF and is comparable to SIFT. The
method has detected a lot of regions with corners and
edges, especially on the boundary of the object. Scale
saliency has also determined that regions with illumi-
nation that change from one patch to another can be
considered as features. It is important to note that
initially, SS detects features in the region of tens to
hundreds of thousands. However, a greedy clustering
mechanism is integrated to reject outliers and keep re-
gions with stable high entropies.

3.4 Hessian Affine - GLOH (HesAff-GLOH)

In this study, 3 top performing region detectors are
used for additional comparisons against the state-of-
the-art feature detectors. These region detectors use
either GLOH or SIFT to compute feature descrip-
tors. HesAff-GLOH is a region detector that uses an
additional GLOH (gradient location and orientation
histogram) capability to detect features within a re-
gion. The Hessian affine region detector was proposed
in [MTS+05]. It is based on using the second deriva-
tives of the image to detect blobs and ridges. The affine
neighbourhood of the region is determined by the
affine adaptation process as suggested in [MTS+05].
The GLOH capability is a type of feature descrip-
tor method that has been developed by the authors
in [MS05]. It is an extension of the SIFT descriptor
method, but more robust.

Figure 2(a)-(d) shows examples of features detected
using the region detector. As it can be observed, each
region that contains unique features are also consid-
ered features themselves. The HesAff-GLOH detec-
tor finds regions with concentrated features, yielding
identifiable regions such as shoes, wrists, hands, head
and other noticeable regions.

3.5 Hessian Affine - SIFT (HesAff-SIFT)

The HesAff-SIFT method as proposed in [MS05] is
quite similar to HesAff-GLOH in that it uses the same

Hessian affine region detector. However, instead of us-
ing GLOH for computing feature descriptors, HesAff-
SIFT uses SIFT. Although the examples shown in Fig-
ure 2(e)-(h) are similar to that of HesAff-GLOH, there
are some minor differences between the two detectors.
As presented in Table 1, HesAff-SIFT obtains fewer
detection of features compared to HesAff-GLOH de-
spite taking similar amount of computation time.

3.6 Maximally Stable Extremal Regions - SIFT
(MSER-SIFT)

The MSER region detector [MCMP02] searches for
regions where all the pixels within the region bound-
ary has either lower or higher intensity than the pix-
els on the boundary of the region. The connected bi-
narisation of the region detector is maximally stable
using optimised thresholding. SIFT is used in tan-
dem to compute for feature descriptors. As it can be
observed in Figure 2(i)-(l), the MSER-SIFT detector
performs rather well at detecting regions with unique
features, i.e. texture patches with change in intensity.
This is especially good for identifying body parts such
as feet, hands and face.

3.7 Speed Evaluation

This study has been conducted on an Intel (R) Quad
Core (TM) Q6600 2.4GHz workstation running on
3Gb of memory and Fedora Core 6. The external bina-
ries for the detectors used were executed within MAT-
LAB 2007b for a fair comparative analysis.

The data presented in Tables 1, 2 and 3 highlight
the difference in performance for six different feature
detectors, SIFT1, SURF2 and SS3, HesAff-GLOH4,
HesAff-SIFT4 and MSER-SIFT4. The speed compar-
isons are made for single frames (Table 1), single view
video sequences (Table 2) and for multiple view video
sequences (Table 3). The number of surface features
detected is represented by F , with the minimum num-
ber of features in a frame being Fmin, maximum num-
ber of features Fmax, averaged detected in a sequence
Fave and the amount of time needed to complete the
computations is t seconds. The numbers in (·) repre-
sent the number of frames processed in the sequence.

The overall view of the numerical results in Table 1-
3 show that HesAff-GLOH consistently outperforms

1http://www.cs.ubc.ca/˜lowe/keypoints/
2http://www.vision.ee.ethz.ch/˜surf/download.html
3http://www.robots.ox.ac.uk/˜timork/salscale.html
4http://www.robots.ox.ac.uk/˜vgg/research/affine/
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JP Dance Luis JP Standstill Roxanne
F t (s) F t (s) F t (s) F t (s)

SIFT 306 7.00 177 2.07 389 6.95 1232 7.26
SURF 123 1.24 62 0.56 213 1.25 420 1.42

SS 329 1.99 138 0.44 478 1.55 918 1.80
HesAff-GLOH 738 2.64 457 0.80 1095 2.79 2618 3.27
HesAff-SIFT 551 2.82 386 0.80 872 2.77 2110 3.30
MSER-SIFT 36 0.78 42 0.38 63 0.60 296 0.60

Table 1: Processing time and number of features for single frames.

JP Free (500 frames) Roxanne Twirl (46 frames)
Fmin Fmax Fave t (s) Fmin Fmax Fave t (s)

SIFT 147 629 351 3470 919 1568 1294 335
SURF 43 283 141 600 277 500 405 68

SS 164 593 373 829 504 992 828 85
HesAff-GLOH 328 1611 783 1300 1721 3158 2567 145
HesAff-SIFT 254 1217 590 1354 1335 2475 2031 156
MSER-SIFT 24 116 67 296 180 332 273 28

Table 2: Processing time and number of features for single view video sequence.

JP Free (4000 frames) Roxanne Twirl (688 frames)
Fmin Fmax Fave t (s) Fmin Fmax Fave t (s)

SIFT 103 638 331 27594 813 1910 1292 5038
SURF 43 283 143 4940 232 603 391 1010

SS 95 617 335 6592 434 1157 785 1239
HesAff-GLOH 328 1611 819 10291 1518 3663 2425 2087
HesAff-SIFT 254 1217 614 10514 1186 2925 1923 2257
MSER-SIFT 9 117 54 2371 141 380 258 414

Table 3: Processing time and number of features for multiple view video sequence (8 cameras).

all the other detectors in the test in terms of number
of features detected, while MSER-SIFT has proved
to be the quickest in the test. Overall, both HesAff-
GLOH and HesAff-SIFT detects more features than
SIFT (with SIFT shown to be better than SURF and
SS), suggesting that the Hessian affine based region
detector are better at locating features and also almost
doubly fast with GLOH outperforming SIFT with its
robustness [MS05]. Though MSER-SIFT is fast, with
the lowest number of features detected, the detector is
in fact the worst performer of all the detectors. This
fact is understandable since MSER identify regions
with noticeable intensity differences. Hence, where
the subject’s clothing is rather plain, MSER finds low
number of features and when the subject is more tex-

tured, then the number of features detected increases.
Please note that both SS3 and MSER-SIFT4 imple-
mentations do not compute the corresponding descrip-
tor for each keypoint. Therefore, if the computation
for 128 element descriptors are added to the speed tests
in Table 1-Table 3, then SS and MSER-SIFT will be
comparably slower in its overall processing.

By referring back to the examples presented in Fig-
ure 1(a)-(d), it can be observed that there are many fea-
tures that are incorrectly detected within the frames.
Some are embedded in the background. These fea-
tures could be eliminated by segmentation of the per-
former from the background. Features with overlap-
ping between foreground and background step edge
may also be erroneous and can be eliminated by prior
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foreground segmentation. This would remove any er-
rors in feature matching at the boundary.

4 Feature Matching

Figure 3: Estimation of β for video sequences of peo-
ple.

In this section we present qualitative results of ap-
plying SIFT to sequences of people both over time for
a single viewpoint and between camera views. Quanti-
tative evaluation of matching performance is presented
in Section 5. The non-rigid surface feature matching
is conducted using the nearest neighbour search (NNS)
method [RKD08] as follows:

De(i, j) =‖ Fi(t)−Fj(t+ 1) ‖
∀i ∈ F(t), j ∈ F(t+ 1) (1)

where De(i, j) is the Euclidean distance list between
two feature sets, Fi(t) is the feature set at time t and
Fj(t+ 1) is the feature set at time t+ 1. Equation (1)
states that the distance between two feature keypoints
is computed by taking the Euclidean norm ‖ · ‖, be-
tween descriptors of the keypoints. The features would
be considered matched if the distance between them is
shorter than β times the distance of the second nearest
neighbour [MS05]. This is given as

De(i, j) ≤ βDe(i, j + 1)

∀i ∈ F(t), j ∈ F(t+ 1) (2)

where β is an arbitrary distance ratio. For the video
sequences in this study, β is estimated to be 0.7. This
value is chosen for high recall rate before breaking
down. The average effect of the recall rates by varying
the distance ratio is shown in Figure 3 for all frames in
the Roxanne Twirl and JP Free video sequences across

eight cameras. The figure shows that starting from 0.8,
the recall rate starts to stabilise and does not change
for any values larger than 1. Although the recall rate
at this point is at its highest for the relevant sequences,
the number of false matches is also high. Hence, a con-
servative value of 0.7 is chosen for consistent matching
between video frames. This gives a reasonable balance
of correctly identified matches to false matches. The
number of false matches is significantly reduced, pro-
viding a clearer picture of the features that can be used
for tracking purposes.

It is important to note that prior to feature matching,
the number of features from the initial detection are re-
duced by removing features located in the background
and those that are located within the error boundary
(due to segmentation errors) upto 3 pixel distance.

5 Evaluation

Evaluating the performance of feature/region detectors
for dynamic scenes with motion blur is difficult due to
the absence of ground-truth correspondences.

How best can we evaluate the detection rate or ac-
curacy of any method chosen for a sequence?

In this work, a measure of left-right matching con-
sistency is proposed to evaluate matching performance
for real sequences. This measure is evaluated against
ground truth hand-labelled correspondences. Similar
to equation (1) in the left-to-right direction, the right-
to-left direction is given by

De(j, i) =‖ Fj(t+ 1)−Fi(t) ‖
∀i ∈ F(t), j ∈ F(t+ 1) (3)

Hence, the LR-consistency check is determined by

‖ De(i, j)−De(j, i) ‖≤ τ
∀i ∈ F(t), j ∈ F(t+ 1) (4)

which states that two feature keypoints are considered
as a consistent match if the Euclidean norm between
the Euclidean matches, De(i, j) (1) and De(j, i) (3) is
within an acceptable tolerance, τ = 0.03.

Figure 4 shows example matching results using LR-
consistency for JP Free Dance, Roxanne Twirl and
Roxanne Stagger video frames. The benefit of LR-
consistency is that despite using a reasonably high
value for distance ratio, the consistency checks be-
tween descriptors allow for higher recall rate than it
would be if a low distance ratio value were to be used.
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35 47 51 55 59 63 67

Figure 5: Video frames of Roxanne Twirl sequence with hand labelled markers in red.

This means that a higher percentage of features can
be used to better capture deformations during subject
movements.

However, in order to reliably compare between var-
ious feature detectors, manually labelled markers of a
test sequence is required. A short sequence of about 46
video frames of Roxanne twirling in a textured dress
is labelled, skipping three frames between marked
frames. With reference to Figure 5, each video frame
is labelled with 60 markers. For this particular se-
quence, 12 video frames have been labelled with 60
features per frame giving a total of 720 markers for
reference. Since the actress is twirling and the scene
captured is dynamic, therefore markers are discarded
and added from frame to frame, as and when appropri-
ate.

For marker based analysis, we follow the lead of the
work in [Faw06] for understanding the receiver op-
erating characteristic (ROC) measure and the recall-
accuracy measure as reported in [KZ07]. The fol-
lowing is the confusion matrix for the recall-accuracy
analysis for this study.

FeaturesClassifiers
Positives (P) Negatives (N)

True (T) True Positives (TP) False Positives (FP)
False (F) False Negatives (FN)True Negatives (TN)

Table 4: Recall-accuracy confusion matrix.

The interpretation for the matrix is as follows: Pos-
itives (P) - features that are within pixel distance,
pd (varied to produce recall-accuracy graph) of the
ground truth markers which are classified as positive;
Negatives (N) - features that do not meet the posi-

tive criteria from the query; True Positives (TP) - fea-
tures that are labelled positive and has successful posi-
tive feature match, thereby classified as positive; False
Negatives (FN) - features that are labelled positive,
but no corresponding matches, thereby classified as
negative; False Positives (FP) - features that labelled
negative, but has positive matches, hence classified as
positive and True Negatives (TN) - features that are
labelled negative and have correctly not matched to
ground truth markers, hence classified as negative. For
the recall-accuracy analysis, the measures to be com-
puted are

Recall =
#correct matches(TP )

#positive correspondences(P )
(5)

FalsePositiveRate

=
#false matches(FP )

#negative correspondences(N)
(6)

Accuracy =
TP + TN

P +N
(7)

Figure 6 shows the recall-accuracy graphs of sin-
gle view Roxanne Twirl video sequence (Figure 5).
This is a comparison between feature detectors (SIFT,
SURF and SS) and region detectors (HesAff-GLOH,
HesAff-SIFT and MSER-SIFT) evaluating the perfor-
mance of the respective recall rates with varying dis-
tances between ground truth feature and detected fea-
ture keypoints averaged across the whole sequence.
From Figure 6(a), we can conclude that for about 90%
accuracy, highest recall rate achieved is approximately
36% by SIFT despite only obtaining the third highest
number of features detected in this sequence (see Ta-
ble 2). This occurs when the maximum radial distance
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(a) Matching between every 4th frames (6fps): Recall-Accuracy

(b) Matching between every 4th frames (6fps): Recall-Distance

Figure 6: Single view recall-accuracy graphs for all 6 detectors on Roxanne Twirl video sequence.
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(a) JP Free Dance (68 matches)

(b) Roxanne Twirl (239 matches)

(c) Roxanne Gamecharacter (55 matches)

Figure 4: Examples of optimised feature matching re-
sults on single view video sequences in 2D.

between ground truth and features detected by SIFT is
4 pixels as shown in Figure 6(b). Although initially
SS is the second best performer in feature matching,
HesAff-SIFT starts to obtain better matching perfor-
mance once the distance radii is increased, i.e. the
ground truth marker is within the Hessian affine de-
tected region, hence matching could be performed.
With MSER-SIFT, it is assumed that due to the low
number of detected features and poor distribution in
the image, this results in low recall rate. However,
it is probable that after optimising the feature selec-
tion process and poor distribution of the remaining fea-
tures means that HesAff-GLOH is worst in the feature
matching study even with the highest initial feature de-
tection. The cause of the low recall rate is the number
of features that are within the radial distance of the
ground truth markers. Ground truth markers have been
placed where there are visible and distinct features to
the human eye. The markers have been distributed as
evenly as possible.

The reason SIFT [Low04] performed well is mainly
due to the number of features that have been detected
all over the subject, i.e. evenly distributed on the
subject. It is interesting to note that scale saliency
(SS) [KB01] performed poorly compared to SIFT, but
better than SURF despite averaging around 830 fea-
tures per frame. One factor is that the feature matching
of the sequences is performed between every 4th video
frame (subsampling at approximately 6fps), reducing
the number of possible matches significantly. Another
factor is that the subject is twirling at a higher angu-
lar speed compared to the speed of the video capture,
causing blurred video frames, resulting in low num-
ber of features detected. A similar conclusion can be
attributed to the performance of the SURF [BTG06]
detector.

If we were to consider that ground truth markers
were not available for comparative analysis purposes,
then results in Figure 7 are obtained for Roxanne Twirl
and JP Free Dance sequences. For Figure 7(a), it can
be clearly observed that SIFT consistently achieves the
highest correct matches in the subsampled sequence
compared to all the other detectors. When the subject
is standing still, HesAff-SIFT obtains higher number
of correct matches due to its significantly high num-
ber of features detected. More features are detected
by SS than SURF, although there is hardly any dif-
ference between the two when the subject is in mo-
tion. Across this short video sequence, SIFT correctly
matches approximately 2650 features with 90% accu-

urn:nbn:de:0009-6-25740, ISSN 1860-2037



Journal of Virtual Reality and Broadcasting, Volume 7(2010), no. 3

(a) Roxanne Twirl, matching between every 4th frames (6fps)

(b) JP Free Dance, matching between every 4th frames (6fps)

Figure 7: Single view matching results without ground truth for all 6 detectors.
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racy. In comparison to SIFT, HesAff-SIFT matches
approximately 1550 features, SURF matches approx-
imately 700 features and SS matches approximately
1300 features. For subsampled JP Free Dance se-
quence in Figure 7(b), SIFT matches approximately
1900 features compared to SURF (900), SS (1550),
HesAff-GLOH (30), HesAff-SIFT (1270) and MSER-
SIFT (500), suggesting that SIFT is by far the most
consistent feature detector and feature matching for
people based video sequences. It should be noted that
although HesAff-SIFT and SS matches more features
at the beginning and end of the sequence (due to the
fact that the subject is inherently motionless in the cor-
responding frames), SIFT is consistently better during
subject movement.

One way to evaluate the matching performance of
methods for multiple viewpoint sequences is number
of feature matches,DC

e (i, j, t) for the whole sequence,
from frame to frame for each camera view. It would
then be possible to determine the global movement of
the subject. As is shown in Figure 8 for the JP Free
Dance sequence, a high number of matches represent
either stationary or slow movement and troughs repre-
sent fast movement (either translational or rotational)
from the subject where there are significant changes
in feature visibility between frames, i.e. motion blur.
Despite downsampling the frame rate of the sequence,
the overall tracking of the movements in Figure 8(b)
is identical to the tracking in Figure 8(a). Similar re-
sults to Figure 8 were obtained in Roxanne Twirl se-
quence, thereby entertaining the notion that slow and
fast movements of the subject can be tracked across the
whole sequence. However, the results shown in Fig-
ure 8 are those obtained using SIFT (with SIFT being
best at feature matching/tracking out of the methods
evaluated).

Figure 9 presents the multiple view feature match-
ing performances of SIFT [Low04] (selected for best
results) for three video sequences subsampled at ap-
proximately 6 frames per second and two others with-
out subsampling, i.e. 25 frames per second. The video
sequences used are of Roxanne Twirl (6fps), JP Free
Dance (6fps), Roxanne Gamecharacter Stagger (6fps),
Roxanne Walk (25fps) and Roxanne Gamecharacter
Jog (25fps). For each video frame, the total number
of correct feature matches reported are the sum of cor-
rect matches across 8 high definition cameras. Firstly,
both Roxanne Twirl and Walk sequences yield a high
number of correct matches. This result is not entirely
unexpected, considering that the subject is wearing

highly patterned clothing, with repeated patterns. The
Twirl sequence reports the highest number of correct
matches because the subject is moving rotationally
about the same position, while in Walk sequence, the
subject is walking in a constant speed translationally.
We observed that at the extreme ends of the plot the
total number of matches are significantly higher due
to the subject standing still. The plot also shows that
as the subject is in high velocity motion, as in the case
here, the number of matches (even with multiple view
points) drops off. However, what is unexpected is the
approximate total of 41000 correct feature matches,
yielding an average of 254 correct feature matches per
camera and per frame. These values are significantly
higher than typical values reported in [ATR+08].

The multiple view feature matching results shown
in Figure 9 highlight the differences between no mo-
tion, constant motion and fast motion. The Walk se-
quence is a very good example of constant motion,
since its corresponding plot is relatively flat. For the
other three sequences, they yield a low number of fea-
ture matches due to the subject wearing typical male
attire, i.e. plain or single lined trackbottom and a sim-
ple pattern on an otherwise plain t-shirt; or when the
female subject is wearing neutral coloured clothing.
In the Stagger sequence, the female subject staggers
briefly twice, resulting in troughs in its corresponding
plot. Since the subject is moving faster in the Jog se-
quence compared to Walk sequence, a higher amount
of motion blur is introduced thereby reducing the num-
ber of correct matches. The Jog sequence is also char-
acterised as constant motion since its corresponding
plot is relatively flat.

Lastly, the JP Free Dance sequence is such that the
subject is initially standing still with outstretched arms
and then starts to perform a free dance routine and ends
back in the starting position, all in 20 seconds result-
ing in 500 video frames. This is then subsampled to
obtain a 124 frame sequence. For comparable brevity
against other motion plots, the dance sequence is fur-
ther subsampled by a factor of three. We observe that
this motion plot closely resembles that of Twirl plot
which has both standstill and fast motion phases.

Figures 10(a)-(c) show the single view matching re-
sults on a 3D surface of a mesh. These results cor-
respond to the 2D matching results shown in Figure 4.
For each of the figures in Figure 10, there exists a start-
ing mesh and the target mesh overlapping the former.
The coloured lines in between the meshes are links of
the corresponding matched features between the two
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(a) Matching between every frames (25fps)

(b) Matching between every 10th frames (2.5fps)

Figure 8: Multiple view JP Free Dance long sequence tracking using SIFT feature matching.
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Figure 9: Characteristics of SIFT detection/tracking on multiple view video sequences for different motions.

(a) JP Free Dance (b) Roxanne Twirl (c) Roxanne Gamecharacter

Figure 10: 3D single view video sequence matching results using SIFT.

meshes/frames. These links can be used for tracking
of features from frame to frame in a video sequence as
is shown in Figure 11. Figure 11(a) shows a sample of
mesh frames for the Jog sequence and Figure 11(b) is
for the Twirl sequence. The links are features matched
in 2D texture space in a specific camera view and is
colour coded in the following manner: (i) Camera 0 -
red, (ii) Camera 1 - orange, (iii) Camera 2 - yellow, (iv)
Camera 3 - green, (v) Camera 4 - blue, (vi) Camera 5
- indigo, (vii) Camera 6 - violet and (viii) Camera 7 -
cyan. From these figures, our understanding of differ-
ent motion characteristics and problems faced for fea-
ture selection and matching during motion or non-rigid

surface deformation is increased. The feature matches
can also be used as a starting point to compute sparse-
to-dense correspondences of the whole mesh which
can be warped for mesh animation purposes.

6 Conclusions

In this paper, we have presented an evaluation of
six main feature/region detectors SIFT, SURF, SS,
HesAff-GLOH, HesAff-SIFT and MSER-SIFT for use
on video sequences with non-rigid surfaces. The aim
of this work is to identify the detector that will per-
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(a) Jog Sequence

(b) Twirl Sequence

Figure 11: 3D multiple view video sequence tracking results using SIFT.
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form best with moving people from video sequences.
The SIFT method has been shown to be robust for
affine-invariant feature detection on video sequences
of moving people and to consistently outperform the
other detectors evaluated. Though SIFT is not the most
computationally efficient it is significantly better than
the others for both single and multiple view detection
and matching. Region detector such as MSER is bet-
ter suited to detecting a small number of regions which
are important such as hands and feet where features are
difficult to obtain and subsequently matched. It is en-
visaged that joint sparse feature and region matching
can be utilised to obtain good pose estimation which
can then be used to obtain dense correspondences for
video based animation of people. Also worth noting is
that motion phases in a sequence can be characterised
to have either no motion, constant motion or fast mo-
tion by using feature matching.
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