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Abstract

We present an image-based method for relighting a
scene by analytically fitting cosine lobes to the re-
flectance function at each pixel, based on gradient il-
lumination photographs. Realistic relighting results
for many materials are obtained using a single per-
pixel cosine lobe obtained from just two color pho-
tographs: one under uniform white illumination and
the other under colored gradient illumination. For ma-
terials with wavelength-dependent scattering, a better
fit can be obtained using independent cosine lobes for
the red, green, and blue channels, obtained from three
achromatic gradient illumination conditions instead of
the colored gradient condition. We explore two co-
sine lobe reflectance functions, both of which allow
an analytic fit to the gradient conditions. One is non-
zero over half the sphere of lighting directions, which
works well for diffuse and specular materials, but fails
for materials with broader scattering such as fur. The
other is non-zero everywhere, which works well for
broadly scattering materials and still produces visually
plausible results for diffuse and specular materials. We
also perform an approximate diffuse/specular separa-
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tion of the reflectance, and estimate scene geometry
from the recovered photometric normals to produce
hard shadows cast by the geometry, while still recon-
structing the input photographs exactly.

1 Introduction and Related Work

Image-based relighting is a powerful technique for
synthesizing images of a scene under novel illumina-
tion conditions, based on a set of input photographs.
In its most basic form, images of a scene are ac-
quired [Hae92] or rendered [NSD94] under a set of
basis lighting conditions. Then, a relit version of the
scene can be produced by taking linear combinations
of the basis lighting conditions, akin to compositing
together different lighting passes of a model minia-
ture. Debevec et al. [DHT+00] used a light stage
device to acquire a dataset of a human face lit by a
dense set of over two thousand lighting directions on
the sphere, and showed that such datasets could be
efficiently illuminated under novel real-world light-
ing conditions such as high dynamic range lighting
environments through image-based relighting. Re-
cent work in the area of precomputed radiance trans-
fer [SKS02], [RH02], [WTL05] has shown that pre-
rendering an object’s reflectance under basis illumina-
tion conditions can allow for real-time relighting as it
moves through interactive environments. Basis illumi-
nation datasets have also been shown to be very useful
for object recognition [Ram06], including for faces.

The principal benefit to image-based relighting
techniques is that complex illumination effects includ-
ing spatially-varying diffuse and specular reflection,
self-shadowing, mutual illumination, and subsurface
scattering are all encoded within the data and thus ap-
pear accurately in the renderings, whereas traditional
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techniques would require far more advanced reflec-
tometry and light transport simulation. The principal
drawbacks are that a lot of data must be acquired and
stored. This makes the techniques less practical for
capturing dynamic subjects (high-speed video at thou-
sands of frames per second is required for dynamic
subjects as in [WGT+05]) and for memory-efficient
relighting as hundreds of images can be required.

f (Θ)

Θ
v̂

p

Figure 1: A reflectance function f(Θ) maps incoming
radiance directions Θ at a point p on a surface to the
resulting radiance that is reflected along the view ray
v̂ towards a camera.

Prior works have explored efficient representations
of image-based relighting datasets for rendering, gen-
erally by focusing on representations for the scene’s
per-pixel reflectance functions (Fig. 1) which map
incoming radiance direction on the sphere to the re-
sulting radiance (i.e. pixel color) that is reflected
towards a fixed camera position. Debevec et al.
[DHT+00] estimated diffuse and specular albedos and
normals for each pixel’s reflectance function, reduc-
ing the information for each pixel from hundreds of
reflectance measurements to just a few reflectance pa-
rameters. However, these parameters attempted to fac-
tor out global illumination effects, requiring these ef-
fects to be simulated later and forfeiting the elegance
and realism of image-based relighting. Malzbender et
al. [MGW01] fit quadratic polynomial texture maps
(PTMs) to reflectance functions consisting of fifty
lighting directions across the hemisphere. The PTMs
greatly reduce the reflectance data to a compact, data-
driven representation, and resulting renderings pro-
duce realistic and relatively smooth and diffuse rendi-
tions of the objects under varying illumination. How-
ever, the technique still requires a dense set of incident
lighting directions to be recorded. Also, it restricted
its consideration to lighting originating from the front
hemisphere, which is a significant limitation for fully
three-dimensional objects. Ma et al. [MHP+07] used

a computational illumination approach to modeling re-
flectance functions using a small number of incident
lighting conditions. Using a spherical light stage and
a set of four spherical gradient illumination condi-
tions derived from the 0th- and 1st-order spherical har-
monics, the technique directly measures the magnitude
(albedo) and centroid (surface normal) of each pixel’s
reflectance function. These measurements are used to
drive a Lambertian or Phong reflectance lobe to rep-
resent the reflectance function; using polarization dif-
ference imaging, the diffuse and specular components
can be modeled independently. As with PTMs, the re-
sulting renderings still encode most of the effects of
global illumination. However, the lobe widths needed
to be selected manually (either choosing a Lamber-
tian lobe or a Phong specular exponent), as no re-
flectance lobe width information was derived from
the measurements. Very recent work by Ghosh et
al. [GCP+09] has estimated per-pixel reflectance lobe
widths by adding 2nd-order spherical harmonic illumi-
nation conditions to the basis of [MHP+07], and also
estimates anisotropic reflection parameters. However,
this approach requires increasing the number of illu-
mination conditions to at least seven even if reflections
are assumed to be isotropic.

In this paper, we note that the four illumination con-
ditions of [MHP+07] actually overdetermine the sur-
face albedo (one parameter per color) and surface nor-
mal or reflected direction (two parameters per color)
of each pixel’s reflectance, and we show that the re-
maining degree of freedom holds information about
the breadth of the reflectance lobe. We present two
new data-driven reflectance models based on cosine
lobes which can be fit analytically to measurements
under the four gradient illumination conditions, one
which is appropriate for opaque materials and one for
semi-translucent materials. To reduce the number of
lighting conditions from four to just two, we follow
the suggestion of Woodham [Woo80] and encode three
different illumination patterns into the red, green, and
blue color channels of incident illumination using a
color-enabled light stage as in [DWT+02]. We obtain
surface normal estimates through an approximate dif-
fuse/specular separation of the reflectance, and we fur-
ther enable the simulation of high-frequency cast shad-
ows in the renderings by estimating scene geometry
from the surface normal estimates. The result is an in-
tegrated technique which allows relatively detailed re-
flectance acquisition and simulation from an extremely
small number of incident lighting conditions.
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2 Method

We photograph the scene inside a geodesic sphere
of colored LED lights, or Light Stage, which can be
programmed to produce gradient illumination as well
as uniform white illumination, similar to [DWT+02].
The Light Stage makes use of 156 iColor MR lights
from Color Kinetics corporation, which are individu-
ally controllable from a single computer via USB.

We explore two different cosine lobe reflectance
functions, which integrate easily over the uniform and
gradient illumination conditions, so that an analytic fit
to the observations is obtained. Hemispherical cosine
lobes of the form f(Θ) = k(α̂ · Θ)n are explored
for modeling diffuse and specular materials, but are
unable to represent materials with broader scattering
such as fur. Alternatively, spherical cosine lobes of the
form f(Θ) = k(1

2 α̂ ·Θ + 1
2)n are explored for broadly

scattering materials, and are still flexible enough to of-
fer some representation of diffuse and specular mate-
rials. In both models, α̂ refers to the axis of the lobe,
while k and n are constants.

Many real-world reflectance functions are better fit
by two lobes instead of one, being the so-called “dif-
fuse” and “specular” lobes. We perform an approx-
imate diffuse/specular separation to recover indepen-
dent diffuse and specular lobes, as well as a surface
normal estimate. Finally, for offline relighting we at-
tempt to introduce high-frequency features into the re-
flectance functions in order to produce hard cast shad-
ows in relit images. We first estimate the scene ge-
ometry by integrating photometric normals, and then
estimate high-frequency reflectance functions based
on the visibility implied by the geometry, adjusted
to maintain exact reconstruction of the input pho-
tographs. These steps are described in detail in the
sections that follow.

2.1 Data Acquisition

In the data acquisition stage, we make four observa-
tions ow, ox, oy, oz for each pixel and each color chan-
nel. The four observed illumination conditions de-
fined over the unit sphere of directions Θ ∈ S2 with
overall illumination intensity L are L, (1

2Θx + 1
2)L,

(1
2Θy+ 1

2)L, and (1
2Θz+ 1

2)L, corresponding to a full-
on illumination condition and three orthogonal linear
gradient illumination conditions. Refer to Fig. 2 for
a subject photographed under these four illumination
conditions. In the case of four input photographs,
the four observations are trivially the input photograph

Figure 2: Cat subject photographed under the full-on
and gradient illumination conditions

Figure 3: Top: Cat subject photographed under the
full-on (A) and colored gradient (B) illumination con-
ditions. Middle: The red, green, and blue components
of the ratio of (B) to (A). Bottom: The middle row
multiplied by (A). Note the resemblance to Fig. 2.

pixel values. If a single colored gradient is used in-
stead of separate x, y and z gradients, we synthesize
the observations ox, oy, oz by multiplying the full-on
image with each of the three color channels of the ra-

urn:nbn:de:0009-6-32649, ISSN 1860-2037



Journal of Virtual Reality and Broadcasting, Volume 9(2012), no. 2

tio image of the colored gradient image to the full-on
image, motivated by [Woo80]. This process is illus-
trated in Fig. 3. (Compare the images in Fig. 2 with
the bottom row of Fig. 3.) Additionally, since the color
primaries of the LEDs are not exactly the same as the
color primaries of the camera sensors, we calibrate a
color correction matrix prior to acquisition in order to
reduce cross-talk between color channels.

2.2 Cosine Lobe Reflectance Functions

It is informative to first examine the general case of
the integral of a hemispherical cosine lobe k(α̂ · Θ)n

times an arbitrary linear gradient β ·Θ + b (with β not
necessarily unit) over the hemisphere Ω+(α̂) of direc-
tions on the positive side of the axis of the lobe. The
integral has the closed form:

∫
Ω+(α̂)

k(α̂·Θ)n(β·Θ+b)dωΘ =
2πk(α̂ · β)

n+ 2
+

2πkb

n+ 1
.

(1)

From here we trivially derive the four illumination
condition observations:∫

Ω+(α̂)
k(α̂ ·Θ)nLdωΘ =

2πkL

n+ 1
,∫

Ω+(α̂)
k(α̂ ·Θ)n(1

2Θx+ 1
2)LdωΘ =

πkLα̂x
n+ 2

+
πkL

n+ 1
,∫

Ω+(α̂)
k(α̂ ·Θ)n(1

2Θy+ 1
2)LdωΘ =

πkLα̂y
n+ 2

+
πkL

n+ 1
,∫

Ω+(α̂)
k(α̂ ·Θ)n(1

2Θz+ 1
2)LdωΘ =

πkLα̂z
n+ 2

+
πkL

n+ 1
.

Substituting the observations ow, ox, oy, oz corre-
sponding to the four lighting conditions and requiring
α̂ to be a unit vector yields a system of five equations:

ow =
2πkL

n+ 1
,

ox =
πkLα̂x
n+ 2

+
πkL

n+ 1
,

oy =
πkLα̂y
n+ 2

+
πkL

n+ 1
,

oz =
πkLα̂z
n+ 2

+
πkL

n+ 1
,

‖α̂‖ = 1.

These equations admit a single closed-form solution
for the cosine lobe:

α̂ =
α

‖α‖
, (2a)

n =
2‖α‖ − ow
ow − ‖α‖

, (2b)

k =
ow(n+ 1)

2πL
, (2c)

where α = 〈2ox − ow, 2oy − ow, 2oz − ow〉.
Note that the cosine lobe axis is obtained from the

gradient illumination condition observations in a man-
ner similar to the method in [MHP+07] for obtain-
ing the mean spherical angle of a reflectance func-
tion. This is due to the symmetry of the cosine lobe
reflectance function about its axis.

By a similar argument, a spherical cosine lobe of the
form k(1

2 α̂ ·Θ + 1
2)n has the solution:

α̂ =
α

‖α‖
, (3a)

n =
2‖α‖

ow − ‖α‖
, (3b)

k =
ow(n+ 1)

4πL
. (3c)

Figure 4: Coefficients for the cat subject under the
hemispherical cosine lobe model. Top, left to right:
α̂x, α̂y, α̂z . Bottom, left to right: k, n, zoom of n. The
value of the exponent n in the figure is scaled by 1

8 .

We store only the coefficients of the cosine lobe re-
flectance model at each pixel for each color channel.
Fig. 4 visualizes the coefficients for a cat subject,
where the red, green, and blue channel coefficients
are grouped and displayed as color images. Once the
cosine lobes for each pixel and each color channel
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Figure 5: Relit images under a novel point-light illu-
mination condition. The light is coming from far right.
Left: hemispherical cosine lobe model. Right: spheri-
cal cosine lobe model.

are computed, relit images can easily be synthesized
for any distant illumination condition. Relit images
are computed simply by sampling the cosine lobe re-
flectance functions for each light source in the novel
illumination condition. See Fig. 5 for examples of re-
lit images generated by this method.

2.3 Diffuse/Specular Separation

The four observations under different illumination
conditions in general do not contain enough informa-
tion to be separated into diffuse and specular com-
ponents. However, under certain assumptions about
isotropy and the breadth of the diffuse and specular
lobes, a separation can indeed be obtained. Notably,
other than the assumptions just mentioned, this sepa-
ration does not depend on any other assumptions about
the shape of the lobes, so it may find applications be-
yond cosine lobe reflectance models.

We presume the observations o to be a sum of dif-
fuse and specular components d and s:

o = d+ s.

For each color channel, we consider a quantity g
describing the gradient illumination observations nor-
malized by the full-on illumination observation:

g = 1
ow
〈2ox − ow, 2oy − ow, 2oz − ow〉.

We likewise consider quantities d and s describing
the normalized diffuse and specular components:

d = 1
dw
〈2dx − dw, 2dy − dw, 2dz − dw〉;

s = 1
sw
〈2sx − sw, 2sy − sw, 2sz − sw〉.

It follows that:

g = dw
dw+sw

d + sw
dw+sw

s,

and hence g lies on the line segment ds.
If we assume that the reflectance is isotropic, and

that the diffuse component d is aligned with the sur-
face normal n, then the vector v pointing towards the
viewer and the vectors g, d and s must all lie in the
same plane. Hence we define a coordinate system in
the plane defined by v and (mean) g, and consider only
two-dimensional vectors from here on by projecting
onto this plane. On this plane, the angle Θ between
v and n is equal to the angle between n and the ideal
reflection vector r. Fig. 6 depicts the geometric rela-
tionships between all of these vectors. Additionally, d
is the intersection of n with a circle of radius |d|, and
s is the intersection of r with a circle of radius |s|.

Θ
Θ

r

d

s

n

v

S

D

Figure 6: On the plane defined by the view vector v
and the (mean) measured vector g: the red, green, and
blue dots are the normalized gradient vectors g of the
red, green and blue color channels; n is the surface
normal; r is the ideal reflection vector; d and s are the
normalized diffuse and specular components; and D
and S are circles of length |d| and |s|. If |d| and |s|
are known, then Θ is uniquely determined as the angle
that yields the best fit for the line segment ds to the
vectors g.

If |d| and |s| are known, but n and r are unknown,
we can recover n and r (and hence d and s) by finding
the angle Θ that yields the best fit for the line segment
ds to the vectors g of each color component. For ex-
ample, by Eq. (2) it can be shown that |d| = 2

3 for
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ideal Lambertian (diffuse) reflectance, and |s| = 1 for
ideal specular (perfect mirror) reflectance. With |d|
and |s| fixed, we find just one Θ to explain all three
color channels. As the behavior of the line segment ds
is non-linear, no closed form for Θ could be obtained
and hence we find it using a simple line search.

After Θ is found, we project the vectors g of each
color channel onto the line segment ds to compute
the (per-color-channel) quantity sw

dw+sw
, which allows

us to recover the un-normalized diffuse and specular
components d and s. However, since the data may
deviate from our assumptions in several respects, the
vectors g may not lie exactly on the line segment ds,
and therefore the reconstruction of the data using d and
s may not be exact. Therefore we let d = g− s, which
has the effect of lumping the residuals of the recon-
struction into the diffuse component, which seems ac-
ceptable as occlusion and interreflection already pol-
lute the diffuse component to some degree.

Finally, with the recovered diffuse and specular
components d and s for each illumination condition,
we fit independent diffuse cosine lobes and specular
cosine lobes. By this construction, the diffuse and
specular cosine lobes reconstruct the input observa-
tions exactly. See Fig. 7 for an example of dif-
fuse/specular separation under the Lambertian / ideal
specular assumption.

Figure 7: Diffuse / specular separation of the cat. Top,
left to right: original full-on illumination photograph,
recovered normals. Bottom, left to right: recovered
diffuse component, recovered specular component.

2.4 Estimating Geometry and Shadows

The estimated cosine lobe reflectance function f(Θ)
has only low-frequency features. Thus, while the low-
frequency-illumination input photographs are recon-
structed exactly, hard cast shadows cannot be synthe-
sized for novel illumination conditions having high-
frequency features. To remedy this, we estimate scene
geometry by integrating the surface normals obtained
in the diffuse/specular separation phase. Integration
proceeds similar to [HB86]. See Fig. 8 and 9 for
examples of reconstructed geometry. After the scene
geometry is estimated, we compute an adjusted re-
flectance function f ′(Θ) that exhibits hard shadows

Figure 8: Reconstructed geometry from photometric
normals. Top: Two views of the cat subject. Bottom:
Two views of the duck subject.

Figure 9: Reconstructed geometry for the cat subject,
with normals derived from two photos instead of four.
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cast by the geometry. First, consider a reflectance
function f∗(Θ) adjusted simply by occluding any light
directions that hit scene geometry:

f∗(Θ) = f(Θ) visible(Θ), (4)

where visible(Θ) is 0 if the direction Θ is occluded
by geometry or outside of the domain of f(Θ), and
1 otherwise. To reduce shadow aliasing, we allow
visible(Θ) to fall off gradually from 1 to 0 near the sur-
face of the geometry, so that a ray that just grazes the
geometry will be attenuated, but still continue through
the scene. In general, relighting using f∗(Θ) will not
reconstruct the input photographs exactly, since the
low-frequency component of the reflectance function
will be altered by the visibility masking. To correct
this, we introduce a scaling factor c to restore the
overall reflectance magnitude, and introduce a low-
frequency “ambient” term ρ ·Θ to restore the original
low-frequency component of the reflectance function:

f ′(Θ) = cf∗(Θ) + ρ ·Θ. (5)

Let o∗w, o∗x, o∗y, o∗z represent synthetic observations
using f∗(Θ), computed by numerical integration:

o∗w =

∫
S2

f∗(Θ)LdωΘ,

o∗x =

∫
S2

f∗(Θ)(1
2Θx + 1

2)LdωΘ,

o∗y =

∫
S2

f∗(Θ)(1
2Θy + 1

2)LdωΘ,

o∗z =

∫
S2

f∗(Θ)(1
2Θz + 1

2)LdωΘ.

Then we correct the observations using c, ρ:

ow = co∗w +

∫
S2

(ρ ·Θ)LdωΘ,

ox = co∗x +

∫
S2

(ρ ·Θ)(1
2Θx + 1

2)LdωΘ,

oy = co∗y +

∫
S2

(ρ ·Θ)(1
2Θy + 1

2)LdωΘ,

oz = co∗z +

∫
S2

(ρ ·Θ)(1
2Θz + 1

2)LdωΘ,

which admit one closed-form solution:

c =
ow
o∗w
, (6a)

ρ =
3

2πL
〈ox − co∗x, oy − co∗y, oz − co∗z〉. (6b)

The plausibility of the low-frequency term ρ ·Θ can
be justified as follows: If a ray cast in the direction
Θ hits scene geometry, then the only way Θ can con-
tribute to the resulting radiance is by indirect bounce
light, as illustrated in Fig. 10. Indirect bounce light is
often low-frequency in nature, so it seems appropriate
to model it by a low-frequency term.

occluder

f

v̂

p

(O)-

O- O-

Figure 10: If a ray cast in the direction Θ hits scene
geometry, then the only way Θ can contribute to the
resulting radiance is by indirect bounce light.

Relighting now proceeds by sampling f ′(Θ) for
each light. To avoid storing the entire function f ′(Θ)
at each pixel, we instead store the scene geometry as a
depth map, the original estimated reflectance function
f(Θ), and the correction coefficients c and ρ, and use
ray casting to evaluate visible(Θ) as needed. Errors
in the scene geometry, especially in the background
plane, can introduce unwanted shadows into the relit
images. To reduce this problem at the expense of some
manual intervention, we introduce a user-supplied bi-
nary mask to prevent the background elements from
occluding the foreground elements. Fig. 11 shows
such a mask, and compares the results obtained with
and without using the mask.

Figure 11: A user-supplied visibility mask (center) re-
duces unwanted shadows. Left column: Relit images
under two point-light illumination conditions, no mask
supplied. Right column: Mask supplied.
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Figure 12: Relit images of cat subject under novel point light illumination conditions. A) Linear basis using
four photographs. B) Hemispherical cosine lobe using two photographs. C) Hemispherical cosine lobe using
four photographs. D) Diffuse and specular hemispherical cosine lobes using four photographs. E) Diffuse and
specular hemispherical cosine lobes with hard cast shadows, using four photographs and user-supplied visibility
mask. F) Ground truth, with inset gray balls indicating illumination direction.
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Figure 13: Relit images of duck subject under novel point light illumination conditions. A) Linear basis using
four photographs. B) Spherical cosine lobes using two photographs. C) Spherical cosine lobes using four
photographs. D) Ground truth.

3 Results and Discussion

Refer to Fig. 12 and 13 for ground-truth comparisons
with several relighting methods on the cat and duck
subject, respectively. For both subjects, a linear basis
relighting method is included as a baseline, which at-
tempts to synthesize novel illumination conditions as a
linear combination of the four observed gradient con-
ditions. Note that all relighting methods tested here,
including the linear basis method, reconstruct the set
of input photographs exactly.

The cat subject relit with the linear basis reference
method appears flat and does not convey the shape of
the cat well. The two-photograph hemispherical co-
sine lobe method has noticeably lower quality than the
four-photograph hemispherical cosine lobe method,
but could be suitable for applications with limited cap-
ture budget such as video relighting. Separating the re-
flectance into diffuse and specular lobes significantly
improves the result for the cat: the behavior of the
materials under back-lighting is plausible, and spec-
ular highlights are more pronounced. Notably, the dif-

fuse/specular separation visualized in Fig. 7 largely
agrees with the materials of the actual subject. For ex-
ample, the golden body of the cat is a specular material
with dependency on angle, in this case a gold paint.
The red collar, ears, and nose have a dominant diffuse
red component with a small specular component in all
channels, in this case a semi-gloss red paint. The green
bib has a dominant diffuse green component, in this
case a very soft diffuse green paint with a faint gloss.
Most notable is the visual softness of the materials in
the diffuse component. Almost without exception, the
specular highlights in the original photograph are sep-
arated into the specular component, leaving a smooth
diffuse component. The most visible examples include
the flecks of glitter on the green bib, and the highlights
in the eyes. The reconstructed geometry clearly suf-
fers from depth ambiguities in the normal integration,
but in a relighting scheme that does not attempt to alter
the viewpoint, the hard cast shadows and self shadow-
ing appear to be convincing in most cases. However,
the requirement of a user-supplied visibility mask to
avoid unwanted shadows in some of the lighting con-
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ditions is a notable limitation of the method, and future
work should attempt to generate such masks automat-
ically, or to improve the geometry estimate to remove
the need for such masks.

The duck subject relit with the linear basis reference
method performs better than on the cat, but does ex-
hibit some disturbing shadowing artifacts. The two-
photograph and four-photograph spherical cosine lobe
reconstructions of the duck both reproduce the scatter-
ing of the fur well in most places, and still provide a
good approximation of the other materials in the scene,
including the specular necktie, but some lack of self
shadowing is evident. Hard cast shadows for the duck
fail altogether, as shown in Fig. 14, because the visibil-
ity masking assumption does not hold for highly scat-
tering materials. Better self-shadowing across a wider
range of materials would be an improvement sought
after in future work, perhaps using a more complete
estimate of visibility based on the reflectance function
estimates of all pixels.

Figure 14: The visibility masking assumption does not
hold for highly scattering materials such as the duck
subject, resulting in an inappropriately hard shadow.

4 Conclusion

We presented a method for estimating the reflectance
of a scene for the purpose of relighting, using just
two to four photographs of the scene under gradient
illumination. The gradient illumination photographs
provide enough information to fit a cosine-lobe re-
flectance function, including an exponent. The co-
sine lobes produce plausible results for materials with
reflectance dominated by a single lobe, regardless of
whether the lobe results from reflection, scattering,
or retro-reflection. Improved results including self-
shadowing are obtained for materials having a Lam-
bertian diffuse component and highly specular com-
ponent via an approximate diffuse/specular separation.
Ground truth comparisons reveal several limitations
with our method, mostly stemming from violations of
the assumptions made in our reflectance model. In fu-

ture work we would aim to broaden the applicability
of our method to a wider variety of real-world materi-
als, to enable geometry estimation and self-shadowing
for materials that fall outside of the Lambertian plus
specular reflectance model.
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