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Abstract

Visual fixation is employed by humans and some an-
imals to keep a specific 3D location at the center of
the visual gaze. Inspired by this phenomenon in na-
ture, this paper explores the idea to transfer this mech-
anism to the context of video stabilization for a hand-
held video camera. A novel approach is presented
that stabilizes a video by fixating on automatically
extracted 3D target points. This approach is differ-
ent from existing automatic solutions that stabilize
the video by smoothing. To determine the 3D target
points, the recorded scene is analyzed with a state-
of-the-art structure-from-motion algorithm, which es-
timates camera motion and reconstructs a 3D point
cloud of the static scene objects. Special algorithms
are presented that search either virtual or real 3D target
points, which back-project close to the center of the
image for as long a period of time as possible. The sta-
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bilization algorithm then transforms the original im-
ages of the sequence so that these 3D target points are
kept exactly in the center of the image, which, in case
of real 3D target points, produces a perfectly stable re-
sult at the image center. Furthermore, different meth-
ods of additional user interaction are investigated. It is
shown that the stabilization process can easily be con-
trolled and that it can be combined with state-of-the-
art tracking techniques in order to obtain a powerful
image stabilization tool. The approach is evaluated on
a variety of videos taken with a hand-held camera in
natural scenes.

keywords : video stabilization, visual fixation, cam-
era shake, camera motion estimation, structure-from-
motion.

1 Introduction

When moving in an environment, the vision system of
humans and several animals uses the process of ocular
fixation that stabilizes the center of the visual gaze on
a particular position in 3D space. Thereby, the move-
ment of the eyes compensates the possible jitter intro-
duced by the motion of the body [Car88]. Inspired by
ocular fixation, in this paper we investigate, how the
process of fixation can be used to stabilize the images
of a video recorded with a hand-held video camera.

Current consumer cameras are usually equipped
with video stabilization hardware to reduce cam-
era shake; e.g., special lens systems or moveable
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image sensors in combination with gyroscopic sen-
sors [Fou91, KKM04]. However, these systems can
usually compensate only small vibrations.

Software solutions offer greater flexibility and are
able to remove undesired camera shakes of large am-
plitude. Most methods use block matching [LPLP09],
track image features [CFR99], or estimate the opti-
cal flow [CLL06, CW08] between successive images.
This information is then used to obtain the parame-
ters of a 2D transformation between the images. The
transformation parameters are then smoothed and the
difference between the original and the smooth trans-
formation is applied to compensate the undesired cam-
era shake.

Different 2D transformations were explored,
starting from a simple two-dimensional shift of
the image [Ert02, LHY09] to affine transforma-
tions [CLL06]. Instead of using 2D transformations
there are also approaches that employ 2.5D [JZX01] or
3D camera models [MC97, Krü99, BBM01, LGJA09],
sometimes with substantial simplifications [WCCF09]
to ease computation. Various smoothing approaches
exist, e.g., Kalman filters [Ert02], particle fil-
ters [dBJSG08], the Viterbi method [Pil04], or other
digital filters [LHY09].

Recently, an aproach based on feature trajectory
smoothing [LCCO09] has been described.

Fixation models loosely based on the human visual
system have been used for improving optical flow by
locally stabilizing very short images sequencs in a slid-
ing window [PLH07], and in determining and stabiliz-
ing the camera-object-distance [LWV98].

This paper has the following contributions:

• An image stabilization approach, which simu-
lates ocular fixation used in human and animal
vision by fixating the camera orientation to a spe-
cific 3D target point in the scene.

• A fully-automatic scene analyzation technique
for the extraction of 3D target points to fixate on,
either virtual or real.

• An extension of the automatic approach to incor-
porate different forms of user interaction to con-
trol the stabilization procedure.

The advantage of the described image stabilization
technique, in contrast to smoothing, is that after sta-
bilization the target point is kept perfectly stable in
the image center. To extract the 3D target points from
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Figure 1: The processing pipeline of the stabilization
by visual fixation algorithm.

the recorded scene, we first employ an off-the-shelf
structure-from-motion tool. The 3D reconstruction of
the scene is then analyzed, yielding the desired 3D tar-
get points. Thereby, the algorithm can either generate
a virtual target point or a target point that is located
on a real surface in the 3D scene. These target point
extraction algorithms are simple to implement and re-
quire only a single user parameter, which controls di-
rectly how strongly the original image sequence is al-
tered due to fixation.

As a novel contribution in this journal publication,
we furthermore investigate different forms of user in-
teraction to control the stabilization procedure, i.e., the
manual selection of target points and the use of state-
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of-the-art tracking techniques to generate a series of
target points that allow the algorithm to fixate onto ar-
bitrary static or moving objects. This enables the user
to exert a great amount of control over the stabilization
process, allowing certain artistic needs to be reached.

The paper is organized as follows. In the next sec-
tion, we briefly summarize the notation used in this
paper. In Section 3 we describe the information that is
available after employing a state-of-the-art structure-
from-motion approach. Sections 4 and 5 introduce the
algorithms to extract the virtual and real target points
from the recorded image sequence. Section 6 explains
how the target points can be used for video stabiliza-
tion. These sections correspond to individual steps of
the algorithm, which is illustrated in Fig. 1. Additional
user-control over the stabilization process is covered
in Section 7. In Section 8, we report results of our ex-
periments that show the performance of the suggested
algorithms. The paper ends with concluding remarks
in Section 9.

2 Notation

Throughout this paper, 2D points will be denoted by
lower-case letters written in boldface (e.g., vector a).
In a similar manner, an upper-case boldface letter (A)
denotes a 3D point or 3-vector. Matrices are indi-
cated by upper-case letters in typewriter font style (A).
Scalar values are given by upper- and lower-case italic
letters (A, a), unless specified otherwise.

3 Structure-from-Motion Algorithm

Reliable algorithms for camera motion estimation
and 3D reconstruction of rigid objects from video
have been developed over the last decades [GCH+02,
PGV+04, THWS08]. Employing such a state-of-the-
art structure-from-motion algorithm is the first step in
our processing pipeline.

Consider an image sequence consisting of K im-
ages Ik, with k = 1, . . . ,K. Let Ak be the 3 × 4
camera matrix corresponding to image Ik. First, cor-
responding 2D feature points pj, k are determined in
consecutive frames with the KLT-Tracker [ST94]. Us-
ing the corresponding feature points, the parameters of
a camera model Ak are estimated for each frame. As
shown in Fig. 2, for each feature track a corresponding
3D object point position is determined, resulting in set

of J 3D object points Pj , with j = 1, . . . , J , where

pj, k ' AkPj . (1)

Thereby, the 2D feature points pj, k = (px, py, 1)
>

and 3D object points Pj = (Px, Py, Pz, 1)
> are given

in homogeneous coordinates.
The camera matrix A can be factorized into

A = K R [ I | −C ] , (2)

where the 3 × 3 calibration matrix K contains the in-
trinsic camera parameters (e.g., focal length or prin-
cipal point offset), R is the 3 × 3 rotation matrix rep-
resenting the camera orientation in the scene, and the
camera center C describes the position of the camera
in the scene.

4 Virtual Target Point Fixation

Once the camera motion parameters and 3D object
points have been obtained, virtual 3D target points
Ti for fixation are estimated (due to the nature of the
reconstruction process, these virtual 3D target points
do not necessarily coincide with reconstructed 3D
points Pj). It is assumed that the camera operator
tries to keep the respective object of interest centered
in the image but introduces large jitter because of the
hand-held camera. Given the principal point ck of the
camera view k, which is the intersection of the optical
axis with the image plane, an estimate for the 3D tar-
get point Ti can be found by a triangulation algorithm
minimizing

argmin
Ti

∑
n∈Ni

d(cn , AnTi) , (3)

where Ni is a subset of the whole set of images
[1 . . .K] consisting of strictly consecutive images, and
d(. . . ) denotes the Euclidean distance.

To determine a suitable subset of images Ni for
a target point, a multi-scale approach is employed,
which evaluates the sequence at multiple time-scales.

The coarsest scale is assigned to scale index S = 0,
while the index is incremented for the subsequent, re-
fined scales. Given a specific scale with the corre-
sponding scale index S, the total number NS of con-
secutive images for all individual subsets Ni for this
scale is

NS = K − S . (4)
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Figure 2: Result after structure-from-motion estimation. The projection of a 3D object point Pj in the camera
image at time k gives the tracked 2D feature point pj, k.

For any given scale with scale index S the maximum
number MS of possible subsets Ni evaluates to

MS = K −NS + 1 = S + 1 . (5)

This is due to the fact that the subsets Ni are required
to consist only of strictly consecutive frames.

As an example, consider a sequence containing a
total of K = 90 images for a scale with scale index
S = 30. There are at most M30 = 31 different subsets
Ni with a length of N30 = 60 images each.

Starting at the coarsest scale, the algorithm eval-
uates all possible subsets of consecutive images, by
checking if the residual error of Eq. (3) is below a cer-
tain user defined threshold τ . If this condition is sat-
isfied, a target point candidate is created and stored in
a candidate list, which is sorted ascendingly according
to the residual error.

After processing all subsets, the target point can-
didate with the lowest residual error is selected and
moved to the list of accepted target points. The cor-
responding image set is assigned to the accepted tar-
get point and excluded from further processing. All
target point candidates, which share images with the
accepted target point are removed from the candidate
list. The process is repeated for the next target point
candidate in the candidate list until the list is empty.

At the next finer time-scale all remaining possible
subsetsNi containingNS consecutive images are con-
sidered. Once all subsets of a given scale have been
processed, the scale index S is increased and the corre-
sponding subsets of the next finer time-scale are con-
sidered, where it is made sure that only subsets not
containing images assigned to subsets on coarser time-
scales are selected. This reduces the number of possi-

ble subsets for all finer scales.
The algorithm terminates after all images have been

assigned to an accepted target point or further refine-
ment is no longer possible.

5 Real Target Point Fixation

In contrast to the virtual 3D target points obtained in
the previous section, only a real 3D target point present
on a surface in the scene permits a perfectly stable pro-
jection of the respective surface at the image center.
Therefore, it is often desirable that the selected tar-
get point corresponds to a real 3D object point of the
scene. When the user activates this real target point
fixation, a suitable 3D object point is selected form
the set of all J 3D object points Pj for each virtual
target point. Thereby, it is evaluated whether the back-
projection of the 3D object points in the subset of im-
ages, which is assigned to the current virtual target
point, is close to the principal point cn:

εj =
∑
n∈Ni

d(cn , AnPj) . (6)

The 3D object point Pj with the smallest error εj is
selected.

Undesired results might be obtained for image se-
quences where 3D object points in the vicinity of the
virtual target points were not generated during the
structure-from-motion step due to a lack of interest
points in the respective image regions. This problem
can be solved by enforcing an additional threshold on
the residual error εj and by reverting to the virtual tar-
get point if necessary.
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Figure 3: Example 1 - Comparison between the camera parameters estimated from the original image sequence,
the smoothed parameters [CLL06], and the fixated parameters. Results for camera parameters pan, tilt, and roll
are shown. The diagram in the lower right corner shows a detail magnification for the pan parameter. The gray
region indicates the fixation to a target point.

6 Video Stabilization by Fixation

To stabilize the image sequence, a 2D transformation,
given by the 3×3 matrix Hk, is applied to all images Ik
of the sequence. If (x′, y′)> and (x, y)> are the pixel
positions in the stabilized and unstabilized images, re-
spectively, this operation can be written asx′y′

1

 ' Hk

xy
1

 , (7)

with
Hk = (Kk R

(s)
k )(Kk Rk)

−1 . (8)

The calibration matrices Kk and the rotation matrices
Rk are known from the structure-from-motion algo-
rithm. The rotation matrices R

(s)
k are the smoothed

versions.
A camera rotation matrix can be represented by

three Euler angles, pan ϕ, tilt ϑ, and roll ρ with

R = Ry(ϕ) Rx(ϑ) Rz(ρ) , (9)

where Ry, Rx, and Rz are rotations around the y, x, and
z axis, respectively. Note that in Eq. 9 the index k is
omitted for the sake of readability.

To find the smoothed rotation matrices R(s)k , a regu-
larization framework, as presented in [CLL06], is em-
ployed. The regularization framework smoothes each
of the three Euler angles independently and smoothed
rotation matrices are generated from the smoothed Eu-
ler angles, as outlined in Eq. (9). Using this approach
yields a smooth stabilization similar to the results pre-
sented in [CLL06].

In our case, however, the fixation on a target point
constrains the pan and tilt angle, and only the roll angle
can still be chosen arbitrarily. Therefore, the pan and
tilt angle are not smoothed but are directly obtained
from the fixation on the target point.

To achieve this, we exploit the fact that the rotation
matrix Rk can be expressed as

Rk =

U>k
V>k
W>

k

 , (10)

where Uk, Vk, and Wk are the three axes spanning
the corresponding camera coordinate frame. The opti-
cal axis W(f)

k of the fixated camera coordinate frame
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Figure 4: Example 1 - Original image sequence (top), result of stabilization by fixation (middle), result of
smoothing with an affine model [CLL06] (bottom). The images on the right are magnifications. With the
stabilization by fixation approach the center of the image is kept perfectly stable. The red marker lines were
added to facilitate visual verification.

can be obtained using the relation

W
(f)
k = Ti(k) −Ck , (11)

where i(k) identifies the target point for camera im-
age Ik. The other axes of the fixated coordinate system
are calculated as

V
(f)
k = W

(f)
k ×Uk , (12)

where Uk is the horizontal axis of the original cam-
era coordinate system and × denotes the vector cross
product, and

U
(f)
k = V

(f)
k ×W

(f)
k . (13)

Once all three axes have been calculated, the corre-
sponding Euler angels can easily be obtained.

As the fixation does not constrain the roll angle, in
absence of other knowledge, the smoothed roll angle
as given by the regularization framework is employed.

Since our approach perfectly stabilizes the given tar-
get point in the center of the corresponding images,
it is clear that the transitions between adjacent target
points can be very abrupt. In most cases this effect is
not desired and a smooth transition between adjacent
targets is preferred. This can be achieved by applying
the regularization framework mentioned above on a
short image sequence covering the transition. The user
would thereby define the desired length of the transi-
tion as a number of images. We ensure that the transi-
tion images are taken from the last images correspond-
ing to the current and the first images corresponding to

the next fixation point equally. Application of the reg-
ularization then yields the desired transition.

With the same technique, smoothed parameters can
be calculated for longer parts of the image sequence
that where not assigned to any target point.

7 Additional User Control

While the automatic methods introduced in Sections 4
and 5 do not require user interaction apart from se-
lecting the threshold value τ , a certain amount of user
interaction might be desirable at some point during
the stabilization process. Since we are provided with
a rich amount of information by the structure-from-
motion reconstruction, the user is able to exert a high
level of control on the stabilization.

7.1 User-specified Fixation Point

For example, the user is not restricted to using the
3D target points Ti, neither virtual nor real, provided
by the algorithm. Instead, the target points can be
freely chosen from the full set of 3D object points Pj ,
thereby allowing full control over the process and en-
abling specific stabilization requirements to be met.

7.2 Automatic Fixation on Arbitrary Targets

Bringing the concept of user-selected target points one
step further, it is possible to ultimately specify 2D im-
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Figure 5: Example 1 - Original image sequence (top), result of stabilization by fixation (middle), result of
smoothing with an affine model [CLL06] (bottom).

age points on which the algorithm will then fixate dur-
ing the stabilization process. Assuming a rotational
stabilization model as specified in the previous section,
the necessary corrections to the rotation matrix can
easily be computed by treating the 2D image points
as representative for all 3D points lying on the cor-
responding line of sight. Therefore, given a 2D im-
age position xk, the rotation matrix R

(f)
k that fixates

the camera in the 3D direction corresponding to this
2D image position can be obtained by using Eq. (10),
where in contrast to Eq. (11) the optical axis of the
fixated camera has to be expressed by

W
(f)
k = Sk , (14)

where Sk is the direction of the line of sight from the
camera center Ck through the 3D point lying on the
image plane associated with xk.

The 2D image position xk can be specified inde-
pendently for all images Ik, and therefore the selec-
tion of target points is no longer restricted to 3D points
contained in the structure-from-motion reconstruction,
i.e., elements of the static scene. Combined with sate-
of-the-art tracking techniques, our algorithm therefore
yields a powerful tool to stabilize an image sequence
while fixating arbitrary, stationary or moving objects.
This is done by simply tracking the desired object
through the image sequence and then providing the 2D
image positions to our algorithm.

8 Results

In this section, we present four real-world examples of
video stabilization by fixation. In addition, two exam-
ples featuring user interaction and control are given.
Except examples 2 and 5, all examples are recorded
with off-the-shelf consumer HDV cameras at a reso-
lution of 1440×1080 pixels and a frame rate of 25 Hz.
In examples 2 and 5 a SD camera with a resolution of
720×576 pixels was employed. The examples are also
shown in the video provided with this submission.

Example 1 has a total length of 700 frames. With
a threshold of τ = 5.0 pixels eleven real target points
were found. In Fig. 3 a comparison between the cam-
era parameters estimated from the original image se-
quence, the smoothed parameters generated using the
approach described in [CLL06], and the fixated pa-
rameters is shown. The deviation of the fixated pa-
rameters from the smoothed parameters is visible, es-
pecially in the shown detail magnification. Because
the roll parameter is also smoothed during fixation the
smoothed and fixated roll parameter curve are on top
of each other.

For comparison, sample images of the stabilization
by fixation approach are shown in Figures 4 and 5,
along with the corresponding images obtained through
stabilization with an affine model. To facilitate verifi-
cation of the visual fixation, a red cross-hair at the cen-
ter of the images is superimposed. It can be observed
that the fixation approach, in contrast to the affine sta-
bilization, keeps the same 3D location perfectly in the
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Figure 6: Example 3 - Original image sequence (top), result of stabilization by fixation (bottom).

Figure 7: Example 4 - Original image sequence (top), result of stabilization by fixation (bottom).

image center.
Example 2 presents a sequence of 250 images with

an approximate orbit motion around a dredger. A
threshold of τ = 0.5 pixels generated three real tar-
get points for stabilization by fixation. Sample im-

ages from the original and stabilized video are shown
in Fig. 8.

In example 3 and 4 very strong camera shakes
are compensated by our video stabilization approach.
Therefore, a large threshold of τ = 50.0 pixels was
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Figure 8: Example 2 - Original image sequence (top),
result of stabilization by fixation (bottom).

Figure 9: Example 5 - Original image sequence (top),
result of stabilization by fixation with user interaction
(bottom). The arrow indicates the selected target point.

chosen. In example 3, shown in Fig. 6, two target
points were established over a sequence of 212 im-
ages. In example 4, shown in Fig. 7, three target points
where established over a sequence of 150 images.

In example 5, the video sequence already presented
in example 2 is shown once again. In contrast to be-
fore, this time a specific point of the static scene that
has been specified by the user is employed as target
point for the stabilization algorithm. The point is lo-
cated on the front tire of the dredger. Fig. 9 shows that
the image is fixated perfectly onto the user-specified
point throughout the sequence.

Example 6 features a video sequence of a dancing
subject in a half pipe consisting of 400 images. A
simple tracking algorithm based on mean shift track-

Figure 10: Example 6 - Original image sequence (top),
result of stabilization by fixation (middle), result of
smoothing with an affine model [CLL06] (bottom).
The user-supplied tracking information is indicated by
the green crosses in the top images. It is used to gen-
erate the result displayed in the middle row.

ing [CM97] is used to track the head of the subject. For
each image in the input sequence an individual target
point is created, guided by the tracking algorithm. As
can be seen in Fig. 10, the video sequence is stabilized
and fixated on the subject, albeit both the camera and
the subject exhibit strong movement.

9 Conclusion

In this paper we presented a video stabilization ap-
proach that fixates the center of the image to a spe-
cific 3D target point. After analyzing the scene with
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a structure-from-motion algorithm, these target points
are automatically detected within the scene. The user
can control how much the original sequence is altered
by adjusting a single parameter τ . This user-supplied
parameter specifies the maximum offset value of the
projected target point to the image center in the orig-
inal image sequence. In addition, various methods of
additional user control were investigated. Apart from
the automatic selection of virtual and real target points,
the user has the possibility to chose a specific target to
achieve a desired stabilization result. Furthermore, the
algorithm can be combined with state-of-the-art track-
ing algorithms, yielding a powerful tool for image sta-
bilization allowing the camera to fixate onto an arbi-
trary static or moving object.

In contrast to existing automatic approaches, our ap-
proach can achieve an absolutely stable result in the
center of the images or the point the user has chosen
as fixation target, respectively.

Using a single real 3D target point for stabilization
may introduce a certain bias with respect to the actual
position of the object of interest. The presented ap-
proach could possibly be further extended to take into
account a group of 3D object points as a representation
for the object of interest. The additional points could
even be used as a measure to determine the camera
roll angle, thereby enabling the approach to stabilize
in-plane rotation beyond simple smoothing.

Another limitation of the approach is its dependency
on the structure-from-motion algorithm. If this pro-
cessing step provides wrong parameters, unpredictable
results may occur. However, other automatic stabiliza-
tion approaches are also dependent on reliable feature
tracking. For scenes where the tracking of features
is possible, state-of-the-art structure-from-motion also
seldomly fails. If the camera performs a pure ro-
tational motion, target points can not be found with
the presented technique. However, similar techniques
could be developed for this special case in the future.

Furthermore, our approach is offline by design.
Even if the camera motion could be estimated in real-
time, the process of target-point selection cannot be
applied due to the lack of required input data.

A general problem, which occurs with all image sta-
bilization techniques that apply a 2D transformation to
the image, is that the translational motion of the cam-
era and the resulting motion parallax can not be com-
pensated. This can be perceived as residual jitter arti-
facts in some of the presented videos. These artifacts
could only be removed if a high quality depth map

with occlusion information would be available for ev-
ery pixel of all images (e.g., methods based on dense
optical flow could deal with this issue in principle).
This is left for future research.
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[Krü99] Wolfgang Krüger, Robust real-time
ground plane motion compensation from
a moving vehicle, Machine Vision and
Applications 11 (1999), no. 4, 203–212,
ISSN 0932-8092.

[LCCO09] Ken-Yi Lee, Yung-Yu Chuang, Bing-Yu
Chen, and Ming Ouhyoung, Video Sta-
bilization using Robust Feature Trajecto-
ries, IEEE International Conference on
Computer Vision, 2009, ISSN 1550-5499,
pp. 1397–1404.

[LGJA09] Feng Liu, Michael Gleicher, Hailin
Jin, and Aseem Agarwala, Content-
Preserving Warps for 3D Video Stabi-
lization, ACM Transactions on Graph-
ics (Proceedings of SIGGRAPH 2009),
2009, pp. 44:1–44:9, ISBN 978-1-60558-
726-4.

[LHY09] Chin-Teng Lin, Chao-Ting Hong, and
Chien-Ting Yang, Real-Time Digital Im-
age Stabilization System Using Modified
Proportional Integrated Controller, IEEE
Transactions on Circuits and Systems for
Video Technology 19 (2009), no. 3, 427–
431, ISSN 1051-8215.

[LPLP09] Jinhee Lee, Younguk Park, Sangkeun
Lee, and Joonki Paik, Statistical re-
gion selection for robust image stabi-
lization using feature-histogram, Interna-
tional Conference on Image Processing,
2009, pp. 1553–1556, ISBN 978-1-4244-
5653-6.

[LWV98] Chiou Peng Lam, Geoff A. W. West,
and Svetha Venkatesh, Stabilising the
Camera-to-Fixation Point Distance in
Active Vision, Pattern Recognition 31
(1998), no. 10, 1431–1442, ISSN 0031-
3203.

[MC97] Carlos Morimoto and Rama Chellappa,
Fast 3D Stabilization and Mosaic Con-
struction, IEEE Conference on Computer
Vision and Pattern Recognition (San Juan,
Puerto Rico), 1997, pp. 660–665, ISBN 0-
8186-7822-4.

[PGV+04] Marc Pollefeys, Luc Van Gool, Maarten
Vergauwen, Frank Verbiest, Kurt Cor-
nelis, Jan Tops, and Reinhard Koch, Vi-
sual modeling with a hand-held camera,
International Journal of Computer Vision
59 (2004), no. 3, 207–232, ISSN 0920-
5691.

[Pil04] Maurizio Pilu, Video stabilization as a
variational problem and numerical solu-
tion with the viterbi method, IEEE Con-
ference on Computer Vision and Pat-
tern Recognition (Washington DC, USA),
vol. 1, 2004, pp. 625–630, ISBN 0-7695-
2158-4.

urn:nbn:de:0009-6-28222, ISSN 1860-2037

http://www.digibib.net/openurl?sid=hbz:dipp&genre=proceeding&aulast=Blanco&aufirst=Carlos&title=International+Conference+on+Advanced+Concepts+for+Intelligent+Vision+Systems&isbn=978-3-540-88457-6&date=2008
http://www.digibib.net/openurl?sid=hbz:dipp&genre=proceeding&aulast=Blanco&aufirst=Carlos&title=International+Conference+on+Advanced+Concepts+for+Intelligent+Vision+Systems&isbn=978-3-540-88457-6&date=2008
http://www.digibib.net/openurl?sid=hbz:dipp&genre=proceeding&aulast=Blanco&aufirst=Carlos&title=International+Conference+on+Advanced+Concepts+for+Intelligent+Vision+Systems&isbn=978-3-540-88457-6&date=2008
http://www.digibib.net/openurl?sid=hbz:dipp&genre=article&aulast=Ertuerk&aufirst=Sarp&title=&atitle=Real-Time+Digital+Image+Stabilization+Using+Kalman+Filters&issn=1077-2014&date=2002&number=4
http://www.digibib.net/openurl?sid=hbz:dipp&genre=article&aulast=Ertuerk&aufirst=Sarp&title=&atitle=Real-Time+Digital+Image+Stabilization+Using+Kalman+Filters&issn=1077-2014&date=2002&number=4
http://www.digibib.net/openurl?sid=hbz:dipp&genre=article&aulast=Fournier&aufirst=Antoine&title=&atitle=Image+stabilizing+apparatus+for+a+portable+video+camera&date=1991
http://www.digibib.net/openurl?sid=hbz:dipp&genre=article&aulast=Fournier&aufirst=Antoine&title=&atitle=Image+stabilizing+apparatus+for+a+portable+video+camera&date=1991
http://www.digibib.net/openurl?sid=hbz:dipp&genre=proceeding&aulast=Gibson&aufirst=Simon&title=IEEE+and+ACM+International+Symposium+on+Mixed+and+Augmented+Reality&isbn=0-7695-1781-1&date=2002
http://www.digibib.net/openurl?sid=hbz:dipp&genre=proceeding&aulast=Gibson&aufirst=Simon&title=IEEE+and+ACM+International+Symposium+on+Mixed+and+Augmented+Reality&isbn=0-7695-1781-1&date=2002
http://www.digibib.net/openurl?sid=hbz:dipp&genre=proceeding&aulast=Gibson&aufirst=Simon&title=IEEE+and+ACM+International+Symposium+on+Mixed+and+Augmented+Reality&isbn=0-7695-1781-1&date=2002
http://www.digibib.net/openurl?sid=hbz:dipp&genre=article&aulast=Jin&aufirst=Jesse&title=&atitle=Digital+Video+Sequence+Stabilization+Based+on+2.5D+Motion+Estimation+and+Inertial+Motion+Filtering&issn=1077-2014&date=2001&number=4
http://www.digibib.net/openurl?sid=hbz:dipp&genre=article&aulast=Jin&aufirst=Jesse&title=&atitle=Digital+Video+Sequence+Stabilization+Based+on+2.5D+Motion+Estimation+and+Inertial+Motion+Filtering&issn=1077-2014&date=2001&number=4
http://www.digibib.net/openurl?sid=hbz:dipp&genre=article&aulast=Jin&aufirst=Jesse&title=&atitle=Digital+Video+Sequence+Stabilization+Based+on+2.5D+Motion+Estimation+and+Inertial+Motion+Filtering&issn=1077-2014&date=2001&number=4
http://www.digibib.net/openurl?sid=hbz:dipp&genre=article&aulast=Kudo&aufirst=Toshimichi&title=&atitle=Vibration+correction+apparatus&date=2004
http://www.digibib.net/openurl?sid=hbz:dipp&genre=article&aulast=Kudo&aufirst=Toshimichi&title=&atitle=Vibration+correction+apparatus&date=2004
http://www.digibib.net/openurl?sid=hbz:dipp&genre=article&aulast=Krueger&aufirst=Wolfgang&title=&atitle=Robust+real-time+ground+plane+motion+compensation+from+a+moving+vehicle&issn=0932-8092&date=1999&number=4
http://www.digibib.net/openurl?sid=hbz:dipp&genre=article&aulast=Krueger&aufirst=Wolfgang&title=&atitle=Robust+real-time+ground+plane+motion+compensation+from+a+moving+vehicle&issn=0932-8092&date=1999&number=4
http://www.digibib.net/openurl?sid=hbz:dipp&genre=article&aulast=Krueger&aufirst=Wolfgang&title=&atitle=Robust+real-time+ground+plane+motion+compensation+from+a+moving+vehicle&issn=0932-8092&date=1999&number=4
http://www.digibib.net/openurl?sid=hbz:dipp&genre=proceeding&aulast=Lee&aufirst=Ken-Yi&title=IEEE+International+Conference+on+Computer+Vision&issn=1550-5499&date=2009
http://www.digibib.net/openurl?sid=hbz:dipp&genre=proceeding&aulast=Lee&aufirst=Ken-Yi&title=IEEE+International+Conference+on+Computer+Vision&issn=1550-5499&date=2009
http://www.digibib.net/openurl?sid=hbz:dipp&genre=proceeding&aulast=Lee&aufirst=Ken-Yi&title=IEEE+International+Conference+on+Computer+Vision&issn=1550-5499&date=2009
http://www.digibib.net/openurl?sid=hbz:dipp&genre=proceeding&aulast=Liu&aufirst=Feng&title=ACM+Transactions+on+Graphics+(Proceedings+of+SIGGRAPH+2009)&isbn=978-1-60558-726-4&date=2009
http://www.digibib.net/openurl?sid=hbz:dipp&genre=proceeding&aulast=Liu&aufirst=Feng&title=ACM+Transactions+on+Graphics+(Proceedings+of+SIGGRAPH+2009)&isbn=978-1-60558-726-4&date=2009
http://www.digibib.net/openurl?sid=hbz:dipp&genre=proceeding&aulast=Liu&aufirst=Feng&title=ACM+Transactions+on+Graphics+(Proceedings+of+SIGGRAPH+2009)&isbn=978-1-60558-726-4&date=2009
http://www.digibib.net/openurl?sid=hbz:dipp&genre=article&aulast=Lin&aufirst=Chin-Teng&title=&atitle=Real-Time+Digital+Image+Stabilization+System+Using+Modified+Proportional+Integrated+Controller&issn=1051-8215&date=2009&number=3
http://www.digibib.net/openurl?sid=hbz:dipp&genre=article&aulast=Lin&aufirst=Chin-Teng&title=&atitle=Real-Time+Digital+Image+Stabilization+System+Using+Modified+Proportional+Integrated+Controller&issn=1051-8215&date=2009&number=3
http://www.digibib.net/openurl?sid=hbz:dipp&genre=article&aulast=Lin&aufirst=Chin-Teng&title=&atitle=Real-Time+Digital+Image+Stabilization+System+Using+Modified+Proportional+Integrated+Controller&issn=1051-8215&date=2009&number=3
http://www.digibib.net/openurl?sid=hbz:dipp&genre=proceeding&aulast=Lee&aufirst=Jinhee&title=International+Conference+on+Image+Processing&isbn=978-1-4244-5653-6&date=2009
http://www.digibib.net/openurl?sid=hbz:dipp&genre=proceeding&aulast=Lee&aufirst=Jinhee&title=International+Conference+on+Image+Processing&isbn=978-1-4244-5653-6&date=2009
http://www.digibib.net/openurl?sid=hbz:dipp&genre=proceeding&aulast=Lee&aufirst=Jinhee&title=International+Conference+on+Image+Processing&isbn=978-1-4244-5653-6&date=2009
http://www.digibib.net/openurl?sid=hbz:dipp&genre=article&aulast=Lam&aufirst=Chiou&title=&atitle=Stabilising+the+Camera-to-Fixation+Point+Distance+in+Active+Vision&issn=0031-3203&date=1998&volume=3&number=10
http://www.digibib.net/openurl?sid=hbz:dipp&genre=article&aulast=Lam&aufirst=Chiou&title=&atitle=Stabilising+the+Camera-to-Fixation+Point+Distance+in+Active+Vision&issn=0031-3203&date=1998&volume=3&number=10
http://www.digibib.net/openurl?sid=hbz:dipp&genre=article&aulast=Lam&aufirst=Chiou&title=&atitle=Stabilising+the+Camera-to-Fixation+Point+Distance+in+Active+Vision&issn=0031-3203&date=1998&volume=3&number=10
http://www.digibib.net/openurl?sid=hbz:dipp&genre=proceeding&aulast=Morimoto&aufirst=Carlos&title=IEEE+Conference+on+Computer+Vision+and+Pattern+Recognition&isbn=0-8186-7822-4&date=1997
http://www.digibib.net/openurl?sid=hbz:dipp&genre=proceeding&aulast=Morimoto&aufirst=Carlos&title=IEEE+Conference+on+Computer+Vision+and+Pattern+Recognition&isbn=0-8186-7822-4&date=1997
http://www.digibib.net/openurl?sid=hbz:dipp&genre=article&aulast=Pollefeys&aufirst=Marc&title=&atitle=Visual+modeling+with+a+hand-held+camera&issn=0920-5691&date=2004&number=3
http://www.digibib.net/openurl?sid=hbz:dipp&genre=article&aulast=Pollefeys&aufirst=Marc&title=&atitle=Visual+modeling+with+a+hand-held+camera&issn=0920-5691&date=2004&number=3
http://www.digibib.net/openurl?sid=hbz:dipp&genre=proceeding&aulast=Pilu&aufirst=Maurizio&title=IEEE+Conference+on+Computer+Vision+and+Pattern+Recognition&isbn=0-7695-2158-4&date=2004
http://www.digibib.net/openurl?sid=hbz:dipp&genre=proceeding&aulast=Pilu&aufirst=Maurizio&title=IEEE+Conference+on+Computer+Vision+and+Pattern+Recognition&isbn=0-7695-2158-4&date=2004
http://www.digibib.net/openurl?sid=hbz:dipp&genre=proceeding&aulast=Pilu&aufirst=Maurizio&title=IEEE+Conference+on+Computer+Vision+and+Pattern+Recognition&isbn=0-7695-2158-4&date=2004


Journal of Virtual Reality and Broadcasting, Volume 8(2011), no. 2

[PLH07] Karl Pauwels, Markus Lappe, and Marc
M. Van Hulle, Fixation as a Mecha-
nism for Stabilization of Short Image Se-
quences, International Journal of Com-
puter Vision 72 (2007), no. 1, 67–78, ISSN

0920-5691.

[ST94] Jianbo Shi and Carlo Tomasi, Good Fea-
tures to Track, IEEE Conference on
Computer Vision and Pattern Recognition
(Seattle, USA), 1994, pp. 593–600, ISBN

0-8186-5825-8.

[THWS08] Thorsten Thormählen, Nils Hasler,
Michael Wand, and Hans-Peter Seidel,
Merging of Feature Tracks for Camera
Motion Estimation from Video, Eu-
ropean Conference on Visual Media
Production (London, UK), 2008, ISBN

978-0-86341-973-7.

[WCCF09] J. M. Wang, H. P. Chou, S. W. Chen, and
C. S. Fuh, Video stabilization for a hand-
held camera based on 3D motion model,
International Conference on Image Pro-
cessing, 2009, pp. 3477–3480, ISBN 978-
1-4244-5653-6.

Citation
Christian Kurz, Thorsten Thormählen, and Hans-Peter
Seidel, Visual Fixation for 3D Video Stabilization,
Journal of Virtual Reality and Broadcasting, 8(2011),
no. 2, February 2011, urn:nbn:de:0009-6-28222,
ISSN 1860-2037.

urn:nbn:de:0009-6-28222, ISSN 1860-2037

http://www.digibib.net/openurl?sid=hbz:dipp&genre=article&aulast=Pauwels&aufirst=Karl&title=&atitle=Fixation+as+a+Mechanism+for+Stabilization+of+Short+Image+Sequences&issn=0920-5691&date=2007&number=1
http://www.digibib.net/openurl?sid=hbz:dipp&genre=article&aulast=Pauwels&aufirst=Karl&title=&atitle=Fixation+as+a+Mechanism+for+Stabilization+of+Short+Image+Sequences&issn=0920-5691&date=2007&number=1
http://www.digibib.net/openurl?sid=hbz:dipp&genre=article&aulast=Pauwels&aufirst=Karl&title=&atitle=Fixation+as+a+Mechanism+for+Stabilization+of+Short+Image+Sequences&issn=0920-5691&date=2007&number=1
http://www.digibib.net/openurl?sid=hbz:dipp&genre=proceeding&aulast=Shi&aufirst=Jianbo&title=IEEE+Conference+on+Computer+Vision+and+Pattern+Recognition&isbn=0-8186-5825-8&date=1994
http://www.digibib.net/openurl?sid=hbz:dipp&genre=proceeding&aulast=Shi&aufirst=Jianbo&title=IEEE+Conference+on+Computer+Vision+and+Pattern+Recognition&isbn=0-8186-5825-8&date=1994
http://www.digibib.net/openurl?sid=hbz:dipp&genre=proceeding&aulast=Thormaehlen&aufirst=Thorsten&title=European+Conference+on+Visual+Media+Production&isbn=978-0-86341-973-7&date=2008
http://www.digibib.net/openurl?sid=hbz:dipp&genre=proceeding&aulast=Thormaehlen&aufirst=Thorsten&title=European+Conference+on+Visual+Media+Production&isbn=978-0-86341-973-7&date=2008
http://www.digibib.net/openurl?sid=hbz:dipp&genre=proceeding&aulast=Wang&auinit=J.&title=International+Conference+on+Image+Processing&isbn=978-1-4244-5653-6&date=2009
http://www.digibib.net/openurl?sid=hbz:dipp&genre=proceeding&aulast=Wang&auinit=J.&title=International+Conference+on+Image+Processing&isbn=978-1-4244-5653-6&date=2009

	Introduction
	Notation
	Structure-from-Motion Algorithm
	Virtual Target Point Fixation
	Real Target Point Fixation
	Video Stabilization by Fixation
	Additional User Control
	User-specified Fixation Point
	Automatic Fixation on Arbitrary Targets

	Results
	Conclusion

