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Abstract

This contribution discusses the effects of camera aper-
ture correction in broadcast video on colour-based
keying. The aperture correction is used to ’sharpen’ an
image and is one element that distinguishes the ’TV-
look’ from ’film-look’. If a very high level of sharpen-
ing is applied, as is the case in many TV productions
then this significantly shifts the colours around object
boundaries with hight contrast. This paper discusses
these effects and their impact on keying and describes
a simple low-pass filter to compensate for them. Tests
with colour-based segmentation algorithms show that
the proposed compensation is an effective way of de-
creasing the keying artefacts on object boundaries.

Keywords: Image processing, colour-based seg-
mentation, keying, matting.

1 Introduction

The process of classifying the pixels of a digital image
into foreground and background is called segmenta-
tion or matting (in film industry) and keying (in broad-
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cast). The result of this process is stored as the alpha-
channel of an image. The main application for keys
or mattes is in compositing, for example to exchange
the background of a scene with a different image. In
some applications (including image understanding) bi-
nary values of the alpha channel 0,1 are acceptable. To
achieve high quality results in compositing a continu-
ous value of alpha in the interval [0..1] is obtained.
These intermediate values for alpha occur for example
in transparent objects or motion blur and in particular
at the border of foreground objects when only a part of
a pixel belongs to the object (mixed pixels).

A number of approaches have been developed to
create a key or matte automatically. Chroma-keying is
a long established technique for special effects in film-
and TV-productions (see [SB96] for an overview)
and relies on the subject being filmed in front of a
screen with known colour (usually blue or green). This
technique is very robust, but limited to controlled en-
vironments. Difference keying is another technique
that works in two steps: First an image of the back-
ground (the background plate) is acquired. The al-
pha value is then estimated from the difference of an
image with subject to the background plate. More
recent work is addressing keying of natural images,
i.e. images with varying foreground and background
colour. In order to solve the segmentation problem,
the user is required to provide a tri-map (for example
see [CCSS01, HHR05, RKB04, FJR05]) to indicate
regions of foreground, background and uncertain ar-
eas.

Although different approaches have been described
to generate a key or matte under various assumptions
about either the background or foreground object, lit-
tle or no work has been done that takes into account
specific characteristics of broadcast cameras.
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1.1 Background on Segmentation Methods

A common application for keyed images is to re-
combine them with different background. This pro-
cess is called ’compositing’ and can be described in
the compositing equation:

C = αF + (1− α)B (1)

The combined colour C is a weighted sum between
the foreground colour F and the background colour
B. This equation is only correct in linear colour space.
However, our implementation is working with gamma-
corrected colour and neglects the effects of gamma
correction.

The generation of a key α also includes the task to
estimate F and B from the combined colour C and
therefore the problem is underdetermined.

The problem to compute alpha can be formulated as
a function f(C) that segments the colour space (RGB
in our case) into foreground and background areas.

Most methods used for chroma-keying define a
global segmentation function, for example see Vlahos
(summarised in [SB96]) or [Mis92, GTAHS07].

Methods for natural image keying are extending this
framework to local segmentation functions (for exam-
ple [CCSS01, HHR05]).

Common to both approaches is the assumption that
foreground and background have a different colour
distribution that can be used to separate them.

In this paper we are investigating the effects of aper-
ture correction and are testing these with two global
segmentation methods ’fast green’ and a ’k-nearest-
neighbour classifier’, as described in [GTAHS07] and
a local operating difference keying method. After
the segmentation we compute the foreground / back-
ground colours for ’mixed pixels’ with the method de-
scribed by Hillman in [HHR05].

Fast Green: This method is implemented in a simi-
lar form in commercial chroma-keying devices and is
based on the difference between the green channel in-
tensity value for a given pixel and the maximum of the
red and blue channel values:

Dfg = g −max r, b (2)

The segmentation Sfg is computed using threshold
σfg :

S(x, y) =

{
0 , dfg < σfg
1 , otherwise

(3)

The threshold σfgisadjustedmanuallybyanoperator.

K-nearest neighbour classifier: This classifier is
controlled by a simple GUI: The user clicks on po-
sitions in an image that represent background. The
RGB colour values of that pixel are stored as a pro-
totype Pi = I into a list. All pixels in the image that
are within a radius in RGB space r1 of the colour pro-
totype are then marked as background as well. The
user continues to choose background pixels until the
resulting segmentation is satisfying.

The segmentation Sk−nearest is computed by find-
ing the nearest colour prototype pbest from the list.
With the distance d of the pixel RGB values I:

d = DistanceinRGB(Pbest, I) (4)

the crisp segmentation the result is:

Sk−nearest =

{
0 , d < r
1 , otherwise

(5)

In order to get continuous values a soft key can be
obtained using a second radius r2. See [GTAHS07]
for details.

Difference keying: This is another often used seg-
mentation technique. It is based on the difference in
colour space between a pixel I of the image and the
corresponding pixel Ibg in the background plate. The
background plate can be created by either taking a pic-
ture of the scene without any foreground objects or
if this is not possible then alternatively a background
plate can be generated by applying a temporal median
filter to remove moving foreground objects.

The difference between I and Ibg can be computed
in any colour space. We used the difference in RGB
space here:

δ = DistanceinRGB(I, Ibg) (6)

Sdiff =

{
0 , δ < σ
1 , otherwise

(7)

It is obvious that segmentation Sdiff is sensitive
to noise or variation in colour. The threshold σ can
be increased only very limited, otherwise foreground
objects are not be separated robustly from the back-
ground colour.

The rest of this paper is structured as follows: The
next section describes the aperture correction used in
broadcast cameras and analyses the resulting problems
for colour segmentation. Section 3 describes a filter
to compensate these effects. In section 4 aspects of
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how the techniques described in the paper can be used
in compositing are discussed.

The paper finishes with some results and conclu-
sions.

2 Aperture correction in broadcast
cameras

Broadcast cameras have a control known as aperture
correction or sometimes ’detail’. The aperture cor-
rection is used to ’sharpen’ an image and is one el-
ement that distinguishes the ’TV-look’ from ’film-
look’. Effectively the correction emphasises high-
frequency image components and is therefore a high-
boost filter. Figure 1 shows an example of a broadcast
image. The image was taken during a rugby match
with a Sony HDC-1500 high definition camera.

Figure 1: Image of a sport scene from a broadcast
camera (top) and detail (bottom).

In particular in sport productions it is quite common
to add a lot of ’detail’. The effect can be seen in the de-
tail picture (figure 1 bottom) as over- and undershoots
of the image signal (visible as black ’haloes’ of white
shirts against the background).

In broadcast this feature is intended to get a better
’contrast’ of objects. For segmentation the effect is a

challenge since significant colour changes take place
at the edge of objects.

We tested different settings of a Sony HDC-1500
camera equipped with a Fujinon HA 16x6.3 lens with
a colour chart, as depicted in figure 2. The images
were capture in Y ′CbCr format (commonly knwon as
YUV) and then converted to RGB. The aperture cor-
rection (called ’detail’ on the Sony cameras) was var-
ied between -100 to +100 in steps of 10.

Figure 2: Test chart captured with a Sony 1500 cam-
era.

In figure 3 four selected settings of the aperture cor-
rection are shown. In broadcast this setting is left to
the camera operator and takes into account the type of
lens used, but also creative and stylistic decisions. On
sport events such as depicted in figure 1 it is usually
between 0 and +40.

Figure 3: Test chart with different aperture settings
(top left -80, top right -40, bottom left 0, bottom right
+40).

In figure 4 the luminance profile along the line A-B
(depicted in figure 2 right) is shown for the different
’detail’ settings. Everything below approximately -40
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gets effectively low-pass filtered, -40 was roughly con-
sidered to be ’neutral’ in our setup and settings above
showed high-boost characteristics.

The effects in RGB-colour space are depicted in fig-
ures 5 7. The colour distribution for detail = -40,
depicted in figure 5 is as expected: The green back-
ground and the light grey circle manifest themselves in
two clear clusters. Between these clusters a number of
’mixed colours’ can be found. Interestingly these are
not on a single line, but on two curves. This is a result
of lens chromatic aberrations (see conclusions).

The colour distributions of figures 6 and 7 show
a significant degradation of the ideal colour distribu-
tion and this would potentially lead to overlapping and
interfering distributions for more complex scenes.

Figure 4: Luminance profiles detail: -80 (top left), -40
(top right), 0 (bottom left) and +40 (bottom right).

3 Compensating the aperture correc-
tion effects

Removing the dark haloes can be achieved with simple
filtering. The amount of filtering required has to be
adjusted manually, at present, but could be automated
based on edge detection and then adjusting the filter to
produce maximum flatness in proximity to the edge,
coupled with maximum steepness of the edge.

Comparing the chrominance (Cb Cr) values of im-
ages captured at different aperture correction settings
shows that the aperture correction only affects the lu-
minance (Y) channel. This is to be expected, as the
eye does not perceive much detail in chrominance, so
applying correction would have little visible effect.

Figure 5: Colour space detail -40.

Looking at the horizontal luminance profiles, as de-
picted in figure 4, we can see that the edge, with its
overshoots, is five or six pixels wide. In theory, this
finite aperture filter requires an infinite aperture, or re-
cursive, filter to compensate for it. In practice, how-
ever, another FIR filter of similar aperture is sufficient.

So far, we designed the compensation filters by trial
and error. Horizontal and vertical compensation pro-
cesses each use a one dimensional symmetric low pass
filter of the following form:

yinout =
1

1 + 2
∑j

i=1 ki

yn +
j∑

i=1

ki(yn−i + Yn+i)


(8)

In this equation the subscripts n, n−i& n+i refer to
pixel numbers (in the horizontal filter) or line numbers
(in the vertical filter).

Studying the edges in detail it appears that the dark-
est overshoot pixel is two pixels from the first bright
pixel after the transition, so filter coefficient k2 is ad-
justed first (setting all other coefficients to zero). Fur-
ther adjustments are made to all the coefficients until a
satisfactory result is obtained. For an aperture correc-
tion setting of 0, the compensation filter coefficients
are:

k2 = 0.3; k4 = 0.05 (9)
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Figure 6: Colour space detail 0.

Figure 7: Colour space detail 40.

For an aperture correction setting of 40, the coeffi-
cients are:

k2 = 0.6;K4 = 0.2 (10)

Vertical compensation filtering is similar, but only
lines from the same field are used. In this case the
coefficients for an aperture correction setting of 0 are:

k1 = 0.2; k2 = 0.05 (11)

and for an aperture correction setting of 40 the co-
efficients are:

k1 = 0.4; k2 = 0.1 (12)

4 Using the technique in a composit-
ing application

Some computer vision applications like image inter-
pretation need only the segmentation as the result of
the keying. For compositing applications the image
characteristics of the final composited image and the
original images have to match.

The ideal procedure to apply the techniques dis-
cussed in this paper would be to compensate the in-
put images for the aperture correction, compute the
keys and substract the background colour component
of mixed pixels. This results in an alpha channel and a
pre-multiplied image. In the compositing step this in-
put will be combined with an new background image,
that should have the same image characteristics as the
compensated image, ie. without high frequency image
components. A high-pass boost filter can then be ap-
plied to the resulting composed image in order to give
it the same characteristics as the aperture corrected im-
age.

Alternatively the segmentation can be computed for
the compensated image, but then used as alpha chan-
nel of the original (crisp) image. As explained in sec-
tion 2 bright objects against darker background show
an overshoot close to the edge of the object and other
hand the darker background shows an undershoot. If
the original image + alpha channel would be used
to compute a composited image with a darker back-
ground, then the undershoot would not be present in
the composed image.

An approximation of the undershoot can be com-
puted by mixing a proportion of ’black’ to the back-
ground image. To achieve this the background pixels
in the segmented image are set to zero, ie. I = (0, 0, 0)
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and an alpha value is computed that adds mixes a pro-
portion of the black to the background making use of
the compositing equation eq. 1.

The principle of the computation of the alpha value
is illustrated in figure 8: The same filter as for the com-
pensation of the colour image is applied to the segmen-
tation. Values above 1 are clipped and negative values
are inverted. The latter component is used to ’darken’
the background image.

The method simulates the effect of the aperture cor-
rection on the background image quite effectively. In
our current implementation it is restricted to bright
foreground objects on a darker background. However,
it would also be possible to handle dark foreground
objects using the same principle.

5 Results

In order to get a quantitative evaluation of the pro-
posed compensation of the aperture compensation, we
tested two segmentation algorithms, fast-green and k-
nearest-neighbour (NN) against the colour chart pic-
tures. We then compared the segmentation results with
a manual segmentation. Although this does not give
an absolute reference, since it is still debatable where
exactly the object boundaries in the image are, but at
least the difference gives a relative measure.

The following tables give the number of misclassi-
fied pixels of the test chart for the two methods. Fig-
ure 9 shows the results (left) and misclassified pixels
(right) for an aperture setting of 40. Figure 10 shows
the results after compensating the aperture correction.

detail Ndiff fastgreen Ndiff corrected
-40 1575 -
0 1542 1265
40 1537 1195

Table 1: Number of misclassified pixel ’fast green’

detail Ndiff NN Ndiff corrected
-40 586 -
0 1303 743
40 2006 823

Table 2: Number of misclassified pixel ’k-nearest-
neighbour’

Figure 8: Computation of a correcting high-boost
component in the alpha channel. Top: original alpha,
middle: highboost filtered, bottom inverted negative
component.
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We further applied the aperture correction compen-
sation to the sports scenes, as depicted in figure 1. Fig-
ure 11 shows some detail of the resulting segmentation
using the k-nearestneighbour classifier. On the left the
alpha channel is depicted and on the right the original
image is keyed and the background replaced by a con-
stant colour. The exact camera setting for that scene
is unknown, but is roughly estimated to be between 0
and 40.

Figure 9: Segmentation detail ’40’ (left) and differ-
ence to reference (right).

Figure 10: Segmentation detail ’40’ after correction
(left) and difference to reference (right).

Figure 11: Detail of segmented broadcast picture.

Figure 12 shows the resulting segmentation after
compensation of the aperture correction. The alpha

channel and the keyed image show fewer artefacts.
The image however looks ’softer’ than the original
(in figure 11 right). Compositing this foreground im-
age with a similarly soft background, and then apply-
ing aperture correction appropriate to the application
should deliver the best image quality. Applying aper-
ture correction after compositing will allow for situa-
tions where the contrast between foreground and back-
ground of the composite image is very different from
that of the original. Alternatively the approach outline
in the previous section can be used to simulate the ef-
fect of aperture correction on the background image.

Figure 12: Detail of segmented broadcast picture after
correction.

Figure 13: Detail of segmented original broadcast pic-
ture using difference keying.

The figures 13 + 14 show results of difference key-
ing applied to the original broadcast image (shown in
fig. 13) and after compensation of the aperture cor-
rection (fig. 1 14). In contrast to the global methods
above the pitch lines are surpressed except in areas
with shadows. As expected the segmentation in the
compensated image is more precisely aligned to ob-
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Figure 14: Detail of segmented broadcast picture after
correction using difference keying.

ject edges. That is clearly visible in the right image of
figure 14.

6 Conclusions and future work

The compensation of the aperture correction has
shown benefits for colour-based keying of the chart
images and the sport scenes.

As the results in tables 1 and 2 show the num-
ber of misclassified pixels is reduced by compensating
the effect of the aperture correction for the two inves-
tigated segmentation algorithms. The performance of
the ’fast-green’ method is overall quite poor in the cho-
sen example. The reason is that the used green tone
in the test chart is not an ideal colour for this simple
chroma-keying method.

The k-nearest-neighbour classifier shows reason-
able overall classification results. However even after
careful adjustments the number of misclassified pixels
is never reaching zero for the test images. The rea-
son for that is lens chromatic aberrations that are vis-
ible as green and blue colour fringes on each side of
the objects. The affected areas are roughly 2-3 pixels
wide for the two circles investigated here. Generally
chromatic aberrations are a function of the lens and
are more apparent in wider angle settings and in the
corners of pictures. Furture work will be dedicated to
compensate these effects.

In work so far the filter coefficients for aperture cor-
rection compensation have been determined empiri-
cally. This is a time-consuming and inaccurate pro-
cess that could be automated to make the method eas-
ier adaptable to a wider field of application scenarios.
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