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Abstract

Adding virtual objects to real environments plays an
important role in todays computer graphics: Typical
examples are virtual furniture in a real room and vir-
tual characters in real movies. For a believable ap-
pearance, consistent lighting of the virtual objects is
required. We present an augmented reality system that
displays virtual objects with consistent illumination
and shadows in the image of a simple webcam. We
use two high dynamic range video cameras with fish-
eye lenses permanently recording the environment il-
lumination. A sampling algorithm selects a few bright
parts in one of the wide angle images and the corre-
sponding points in the second camera image. The 3D
position can then be calculated using epipolar geome-
try. Finally, the selected point lights are used in a multi
pass algorithm to draw the virtual object with shadows.
To validate our approach, we compare the appearance
and shadows of the synthetic objects with real objects.
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1 Intro / Previous work

Adding virtual objects in real images has a long tradi-
tion in computer graphics: The pioneering work was
done by Fournier et al. [FGR93] who invented the
differential rendering technique for augmenting a real
photograph with consistent lighting, based on a radios-
ity simulation. Several improvements exist for im-
proving the realism and speed of the augmentation.
Debevec [Deb98] introduced the HDR light probe for
illumination with natural light. A similar approach
was used by Sato et al. [SSI99], using a fisheye lens
for capturing the environment illumination. On the
other hand, Gibson et al. [GCHH03] have shown
that real-time augmentation of photographs is possible
with graphics the hardware. Nowadays, there are two
different types of illumination for rendering with natu-
ral light: Precomputed Radiance Transfer (PRT) and
sampling-based approaches. PRT techniques trans-
form the environment map in an orthonormal basis
which enables a fast illumination requiring only a sim-
ple dot product for each vertex. This method is well
suited for diffuse objects in slow-varying lighting en-
vironments, but it omits high frequency content in the
environment map. Consequently, the resulting shad-
ows are blurry. Moreover, this method precomputes a
transfer function for each vertex and is thus limited to
rigid objects. On the other hand, sampling techniques
can display sharp shadows and dynamic objects but
they require many rendering passes for a good appear-
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ance. Although both techniques produce believable re-
sults for natural illumination, they are mainly limited
to static environment maps, and an extension to dy-
namic illumination is not straightforward.

Recently, Havran et al. [HSK+05] created a sys-
tem for real-time illumination of virtual objects using
one HDR camera with a fisheye lens. Light sources
are extracted from the HDR images and the lighting
is computed with the graphics hardware using a multi
pass algorithm. However, this system is limited to dis-
tant illumination, which is a wrong assumption for in-
door environments. Our system is able to reconstruct
both the brightness and position of the light sources.
Moreover, the illuminated object is displayed in the
image of a webcam using ARToolkit marker tracking
[KB99]. To determine the 3D position of a common
feature in two photographs, the epipolar geometry can
be used [Fau93].

The rest of the paper is organized as follows: In sec-
tion 2 we describe our approach for interactive illu-
mination of a virtual object, in section 3 follows our
hardware setup. Section 4 describes the sampling al-
gorithm, the epipolar geometry for fisheye lenses fol-
lows in section 5. Section 6 describes the multi pass
rendering algorithm for displaying the virtual object in
the image of a webcam. We show our results in sec-
tion 7 before we conclude in section 8.

2 Our approach

Our system consists of three cameras: Two HDR video
cameras (HRDC IMS Chips), directed upwards with
fisheye lenses and a normal webcam. The webcam
is directed towards a marker where the virtual object
should be placed at. First, we select a few bright pix-
els in one camera image. To detect the corresponding
points in the second image, we calculate the epipo-
lar curve in the second camera image. Because of the
wide-angle lens, the possible corresponding points are
not placed on a straight line. After detection of the
most similar point on the epipolar curve, we calculate
the 3D position using triangulation. The resulting set
of point lights is used for illuminating the virtual ob-
ject with the graphics hardware. For each point light,
we calculate the illumination and a hard shadow using
the shadow volume of the virtual object. We assume
that we have a 3D model of the local scene around the
virtual object for displaying the shadow on real ob-
jects. Because we omitted a certain amount of envi-
ronment light by choosing a few samples, we calculate

Figure 1: Webcam, HDR-cameras with marker, aug-
mented scene on display

an ambient term representing the missing light. The
correct camera pose for inserting the virtual object is
calculated using a marker and ARToolkit. The three
steps for augmentation are described in detail in the
next sections.

3 Setup

The two HDR cameras are attached to a table with a
distance of about 30cm between them. The position
of the virtual object is assumed to be in the middle of
the cameras. Thus the marker has to be placed at this
position to reduce calibration complexity (see fig. 1).

4 Sampling

Because we developed the whole project on our own,
the light source detection does not use any known al-
gorithms, like the blue noise method [ODJ04]. Our
system includes three implemented algorithms.

4.1 Simple light selection

Our first algorithm is a simple selection of bright pix-
els. The first one is important to see whether the other
algorithms find the brightest light sources in the scene.
It locates the n brightest pixels in the picture and pro-
vides their color values and pixel coordinates. The pa-
rameter n can be selected by the user as a time/quality
tradeoff. This simple selection causes problems in the
case of multiple light sources. For example, if there are
two fluorescent tubes, it will only detect the one with
the brightest pixels, while the other one will never be
found, as can be seen in figure 2 on the left.
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4.2 Threshold sampling

The second algorithm solves this problem - it samples
a uniformly distributed subset of all pixels (around
20000) to find n light sources. The asset compared
with the first algorithm is the detection of more than
one bright light source. As shown in the middle of fig-
ure 2, it is now possible to find both fluorescent tubes
as light source and not only the brightest light source.
To speed up these two algorithms there is a thresh-
old value which decides whether the pixel is bright
enough to process it or not. We use the average bright-
ness value of all pixels used for ambient light calcula-
tion weighted by a variable value as a threshold value.
The main problem of this algorithm is the resampling
“from scratch” which causes different sampling posi-
tions for every new frame. This leads to “flickering”
effects.

4.3 Cached samples

The third algorithm solves these problems. It uses a
cache for the light sources. After passing the sampling
there are n additional light source pixels found. These
other light source pixels will be compared with the
cache and only one single light can replace another if
it fulfills some restrictions: For a replacement, the new
light must be in the proximity of an old light position
and it must be brighter. Figure 2 on the right shows the
radius around the old light in which a brighter light
could replace it. This is also needed to assure that
not all lights converge to the brightest ones after some
time. The disadvantage of this cache is that the ap-
pearance of a new light, which is not located in the
radius around an old light, will not be detected. This
happens, for example, when switching on a flashlight.
Therefore, we search for bright pixels during the cal-
culation of the ambient term. If there is a pixel which
is much brighter than the cache pixel, a cache reset is
done. A cache reset means clearing the cache and re-
sampling to find new light sources. If a new light was
found it will be registered and saved. To get the ambi-
ent term we calculate the mean value of all pixels.

5 3D Geometry

As mentioned previously, we are using two HDR cam-
eras with fisheye lenses. In order to record the illu-
mination of the environment with underexposed and
overexposed areas, we decided to use two HDR cam-
eras. We did not consider using standard cameras and

create an HDR image by varying the shutter time, be-
cause a real-time combination of images with moving
light sources is not feasible.

Due to the fisheye lenses, it is possible to cover a
large range to locate as many light sources as possible.
This approach should lead to a more realistic illumina-
tion of the virtual objects. While working we realized
that the project entails some difficulties. The images
are distorted because of the fisheye lenses. As a re-
sult the epipolar lines turned out to be in fact epipolar
curves. Projecting the images on a plane for equal-
ization led to blurry effects and is not very meaningful
for aperture angles greater than 180 degrees. Addition-
ally, the fisheye lenses are not precisely centered to the
camera chips, so the images are lightly displaced.

Last but not least we can not assure that the cam-
era axes are parallel because we fix the cameras on
the table with simple screw clamps. Therefore, it was
not possible to use known methods of epipolar geom-
etry. Our approach to solve these problems will be
explained in the following sections.

5.1 Fisheye lens

A pinhole camera or other distortion free lens systems
are easy to describe mathematically. Unfortunately
fisheye lenses are more complex.

Usually, the mapping function for fisheye lenses is
r = c · θ, where r is the distance of a point from the
image centre, θ is the angle from the optical axis and c
is a constant that is dependent on the focal length and
the size of the image (see fig. 3).

We used a simple dot pattern (fig. 4) to confirm that
our fisheye lenses satisfy this mapping function accu-
rately to the subpixel.

5.2 3D Calibration

As mentioned above, we do not know any intrinsic or
extrinsic parameters of both cameras. So we needed a
calibration system that calculates all camera parame-
ters before the AR-system is used. Most of the known
calibration systems use grid or chess board patterns
[Zha00]. But these systems are not suitable for fisheye
lenses, because the pattern covers only a small part of
the field of view. Other systems use special equipment
and are complex to use or to implement. But we pre-
ferred a low-budget solution, that works automatically
and is easy to implement.

First, we describe the projection mathematically in
three steps:
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Figure 2: The left image shows the results of the first algorithm, which returns the n brightest pixels. Detected
light positions are represented by small circles. All sampling positions are located within a single fluorescent
tube. Results of the threshold sampling algorithm shows the image in the middle. A better sampling distribution
is obtained here, note that we found every fluorescent tube. Detected sampling positions of the final algorithm
with cache in the right image. Each fluorescent tube contains some samples. The large circles around the
sampling positions represent the acceptance region for a new sample.

Figure 3: θ and r in a fisheye lens
Figure 4: Fisheye lens calibration with a simple dot
pattern
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1. Rotating (Mcamera) and translating (vcamera) a
3D vector v into the coordinate system of the
camera (extrinsic parameters).

v′ = Mcamera · (v − vcamera) (1)

2. Projecting the 3D vector v′ = (x, y, z)T into 2D
(mapping function).

v′′ =
arctan( rz )

r
· (x, y)T (2)

, where r =
√
x2 + y2

3. Scaling (s) and translating (vcenter) the 2D vec-
tor v to match size and displacement of the field
of view of the camera (intrinsic parameters).

v′′′ = v′′ · s+ vcenter (3)

These three steps describe the projection of a given
3D point onto its pixel coordinates in the image. But
they require knowledge of the extrinsic and intrinsic
parameters.

One possibility to calculate the camera parameters
is to locate lights with known 3D coordinates (v3D)
in the camera images and to optimize the camera pa-
rameters so that calculated 2D coordinates (vcalc) and
located 2D coordinates (vloc) match.

vloc,left = projectionleft(v3D)
vloc,right = projectionright(v3D) (4)

Unfortunately, this requires a special system of cal-
ibration lights with known 3D coordinates (i.e. eight
lights along the edges of a cube). It would be great if
the knowledge of the 3D coordinates is not necessary.

Every used calibration light has three unknown pa-
rameters (v3D), but adds four new equations (two 2D
vector equations). So effectively, every calibration
light provides one new piece of information.

If enough lights are used, the set of equations is
solvable.

Our system is used as follows: First we use a flash-
light to draw circles around the cameras. The light
point is tracked automatically in both camera pictures.
Figure 5 shows an accumulation of all pictures cap-
tured during calibration. After recording n pictures we

Figure 5: Accumulation of calibration pictures

have n pixel coordinates in the left image correspond-
ing to n pixel coordinates in the right image. Now
we estimate the 3D coordinates of the n light points
and the intrinsic and extrinsic parameters of both cam-
eras. The 3D coordinates are projected onto the left
and right images in consideration of the estimated in-
trinsic and extrinsic parameters. Then the error of our
approximation is calculated. The error value is sim-
ply calculated by summation of the squared distances
between the estimated and the measured 2D pixel co-
ordinates.

To minimize the error we have to optimize the un-
known variables (3D coordinates of the n light points
and the camera parameters) with a simple conjugated
gradient optimization method [Pre92]. When the opti-
mization error achieves the minimum (after 2 seconds
for 10 calibration lights) a very good approximation
of the intrinsic and extrinsic parameters is found. The
resulting 3D coordinates of the calibration light points
are not used.

The set of equations is not uniquely solvable. The
following assumptions had to be made:

1. The focal point of the left camera is located at
coordinates (−1, 0, 0)T .

2. The focal point of the right camera is located at
coordinates (1, 0, 0)T .

3. The left camera can not rotate around the axis
through the focal points. So it is pointed upwards,
can only tilt toward or off the right camera and ro-
tate around their camera axis.

5.3 Epipolar Geometry

After detecting the pixel coordinates of the lights in the
left camera image, the corresponding epipolar lines in
the right image are calculated. Unfortunately, there is

urn:nbn:de:0009-6-12710, ISSN 1860-2037



Journal of Virtual Reality and Broadcasting, Volume 4(2007), no. 12

no direct equation for these epipolar lines. The only
way to find them is to calculate the related view ray
for a pixel in the left image as a 3D vector and project
3D points of this vector onto the right image. This is
obviously inefficient, because many steps with com-
plex trigonometric functions slow the algorithm down.
To assure real time performance, some parameters are
precomputed. The basic idea is to dissect the space
into epipolar planes, (fig. 6) so every 3D point in space
belongs to one of these planes. Additionally, each
pixel in both images belongs to one epipolar curve and
therefore to one epipolar plane. The following arrays
are precomputed once after 3D calibration:

1. An array that assigns to each pixel in the left im-
age the corresponding epipolar plane. In our case,
we use 500 planes over 180 degrees, so that there
is a plane every 0.35 degrees.

2. An array that assigns to each epipolar plane the
coordinates of all the pixels of the epipolar line
in the right image. Therefore, epipolar lines do
not have to be calculated anymore, because all
pixel coordinates are precomputed and stored in
this array.

3. An array that assigns to each pixel in the left im-
age the length of the epipolar line in the right im-
age. I.e.: A pixel in the left image corresponds to
an epipolar plane, that corresponds to an epipo-
lar line, that consists of 500 pixel coordinates.
But the pixel in the left image corresponds to an
epipolar line, that consists of only 250 pixel coor-
dinates, because the 250th pixel matches the in-
finitely far point of the view ray.

4. An array that assigns to each pixel in the left
image the corresponding direction vector of the
view ray.

5. An array that assigns to each pixel in the left im-
age the angle of inclination of the view ray.

6. An array that assigns to each pixel in the right
image the angle of inclination of the view ray.

Approximately 500 equidistant epipolar planes are
placed into the half space. Afterwards, for each lo-
cated light source the epipolar curve is looked up in
the precomputed arrays. The resulting epipolar curve
is sampled to find the most similar pixel, depending on
color. Finally, the 3D position can be easily calculated
by using the last three arrays.

6 Rendering

The rendered image is composed of three parts. First,
the video image captured by the webcam. Secondly,
virtual objects lit with the light information retrieved
in the previous steps are put into the captured scene.
And third, shadows cast by the virtual objects are
added.

Capturing the webcam image is greatly simplified
using ARToolKit [KB99]. It provides methods for
capturing and rendering a webcam image, as well as
a simple pattern recognition. Virtual objects can be
placed into the real environment if a certain pattern is
recognized.

We do not want iterations of our multi pass algo-
rithm to be seen on the screen. Therefore an offscreen
rendering context is used to store all iterations start-
ing with the webcam image. Pbuffers are common
render-to-texture contexts. The class RenderTexture1

uses pbuffers and provides a convenient off-screen ren-
dering context in OpenGL, including color, depth and
stencil buffers. 32- bit buffers are used to handle the
HDR input data.

If ARToolkit detects a marker, virtual geometry is
superimposed on the webcam image. Geometry is
loaded via a simple VRML-loader, which parses and
processes basic VRML-files. Virtual objects are il-
luminated using the phong [Pho75] lighting model.
All lighting calculations are implemented using Cg
[MGAK03] as a shading language. In order to blend
the geometry realistically into the environment, all
light information passed to the shaders, such as light
position and intensity as well as the global ambient
light component are retrieved from the HDR cameras
and thus reflect the actual illumination of the objects
environment. The original HDR values are used as
colors for the light sources instead of values which are
clipped to the [0,1] range. Our graphic engine can han-
dle an arbitrary number of point light sources. For ev-
ery light the calculations are made separately by the
phong shader. The result is virtual geometry lit by one
point light source which is stored in the RenderTexture
buffer. A second RenderTexture object accumulates
the results of the lighting and shadow calculations (see
below), adding the current rendering pass to the over-
all scene.

Shadows are implemented using stencil shadow vol-
umes. Here the stencil buffer provided by the Render-
Texture class is useful as off-screen shadow volumes

1http://www.markmark.net/misc/rendertexture.html
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Figure 6: Epipolar planes, light source samples and corresponding epipolar curves

can be implemented straightforward. Because there
is no 3D representation of the actual environment, a
plane is drawn into the Render- Textures depth buffer.
This plane is coplanar with the ARToolkit marker and
used for all shadow calculations. As a setback, the
surrounding area of the marker has to be planar for the
shadows to be realistic because all shadows are cast
onto this virtual plane.

Until now, HDR values provided by the HDR cam-
eras are used to perform all lighting calculations. In or-
der to render the final image to the screen, these HDR
values must be mapped to displayable values. Because
conventional screens are able to display only RGB val-
ues in the range [0,1], directly using the HDR values
would result in a saturated image. Therefore, a simple
tone mapping shader maps the HDR values into the
[0,1] range.

r′ =
rHDR
lummax

γ
(5)

To retrieve the final RGB values, exemplary the red
component r′ in the formula above, the HDR val-
ues rHDR are divided by the maximum luminance
lummax found in the accumulated scene. The gamma
exponent γ adjusts the tone mapping graph avoiding
a linear mapping of the HDR values to enhance the
overall appearance of the image.

7 Results

Our final system is interactive on a PC with Pentium
IV 3.2GHz CPU and GeForce 6600GT GPU. It is pos-
sible to detect up to 128 light sources interactively. To
find these light sources we are working with around
20000 samples that correspond to 10% of the image
pixels. Real 3D positions of all these lights will be

found and will affect illumination as well as shadows.
Figure 7 shows the original scene with a self-made
cube on the left and the augmented scene on the right.
As can be seen from figure 8 the effect of real 3D posi-
tions changes size and position of the shadow. The left
image shows a light close to the teapot and the right
image shows the same light faraway of the teapot. Us-
ing 12 light sources we achieve a framerate of 5.5fps.
Finding and displaying 128 light sources achieves a
framerate of 0.8fps. The system is theoretically lim-
ited by the 32-bit buffer adding up the HDR values
of all lights. But given a maximum HDR value of
one light around 4000, the maximum number of lights
would be at least more than one million. In practice the
interactive ability of our system is lost a lot earlier, de-
pending primarily on our graphic hardware equipment,
for example the number of pixel pipelines or GPU fre-
quency.

8 Conclusions and Future Work

We introduced a system for interactive illumination of
virtual objects in real environment. Light sources will
be recognized and 3D positions are computed. Shad-
ows change in size and appearance depending on the
object-light source-distance. The implemented and ex-
plained sampling algorithms to find the light sources
of the environment was sufficient for testing and devel-
oping the whole project. For further research more and
better sampling algorithms should be implemented.
Lights need to be more stable without losing the abil-
ity of finding moving lights so more complex algo-
rithms should be used. At the moment, all lights are
represented as point lights. An implementation of area
lights to represent large light sources in conjunction
with soft shadow algorithms would result in an appear-
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Figure 7: The left image shows the real scene, with a cube made of paper, the right image shows the same
scene with a virtual cube. The shadow is nearly the same.

Figure 8: The image on the left shows the virtual teapot with its shadow and a colored light source very close
to it, the image on the right shows the same scene with the light source farther away from the virtual teapot.
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ance much closer to reality. More complex tone map-
ping algorithms would also enhance the scene. For
example an algorithm which considers the camera re-
sponse function to adapt the low dynamic range web-
cam image to the HDR illumination of the virtual ge-
ometry. In order to handle all kinds of VRML-files, a
more extensive and reliable VRMLloader is required.
Furthermore it would be possible to move the marker
of the virtual object if we track the HDR cameras with
an additional marker. These two markers have to be
visible in the webcam image.
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