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Abstract

In this paper we present a model-based approach for
real-time camera pose estimation in industrial scenar-
ios. The line model which is used for tracking is gen-
erated by rendering a polygonal model and extracting
contours out of the rendered scene. By un-projecting a
point on the contour with the depth value stored in the
z-buffer, the 3D coordinates of the contour can be cal-
culated. For establishing 2D/3D correspondences the
3D control points on the contour are projected into the
image and a perpendicular search for gradient maxima
for every point on the contour is performed. Multiple
hypotheses of 2D image points corresponding to a 3D
control point make the pose estimation robust against
ambiguous edges in the image.
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1 Introduction

For an augmented reality application a tracking system
for estimating the camera pose is indispensable. Sev-
eral markerless tracking approaches exist which use
either lines [HS90, CMPC06, WVS05] or point fea-
tures [BPS05, MDR04] or a mixture of both [VLF04,
RD05] to determine the camera pose. Tracking point
features like the well-known KLT-Tracker [ST94] can
be very promising, if the scene consists of many well-
textured planar regions. In industrial scenarios objects
which shall be tracked are unfortunately often poorly
textured and consist of reflecting materials, whereas
methods based on point features often produce insuf-
ficient results. Line features are more robust against
illumination changes and reflections and are therefore
very essential for the camera pose estimation. As 3D
line models can be extracted out of construction data
(i.e. VRML-models) lines can be a good connection
between the geometric data of an object and its visual
appearance in an image.
In this paper we present a model based approach which
generates a 3D line model out of a surface model of an
object and uses this line model to track the object in
the image. For the line model generation a VRML-
model of the object is rendered with a predicted cam-
era pose and contours are extracted out of the z-buffer.
The generated 3D line model is projected into the cur-
rent image and the extrinsic camera parameters are es-
timated by minimizing the error between the projected
lines and strong maxima of the image gradient. An
application for this tracking approach is an augmented
reality system for the maintenance of industrial facili-
ties, which are poorly textured.
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2 Tracking of CAD models

Whereas in [WVS05] the VRML model to be tracked
must be made up of geometric 3D lines, in this method
the 3D line model is generated out of a surface model
stored in a VRML file. For the tracking it is important,
that the line model is composed of lines, which are
visible as lines in the image as well. In the ideal case
only lines which are visible from a certain viewing di-
rection shall be taken into account for tracking. One
possibility is to generate a line model in object space
by examining the angle of neighbouring triangles. To
get only a set of visible lines for a certain viewing di-
rection, a visibility test is necessary for a successful
line model registration. We present a method which
generates a line model for a certain view direction in
image space by rendering the object and analysing the
discontinuities in the z-buffer. The whole tracking al-
gorithm consists of two stages. First a prediction of
the camera pose is made to guarantee that the pro-
jected lines of the generated model are close enough
to the image edges. Therefore the line features from
the previous frame are used to make a prediction of
the camera pose in the current image. This problem is
addressed in section 2.3. The second stage consists of
the line model generation, which is detailed in section
2.1, and another registration step where the generated
line model is aligned onto the image. The registration
step is described in section 2.2.

2.1 Line Model Generation

The image of an object can consist of lines which cor-
respond to object silhouettes, edges of the object, or
changes of the material of the object surfaces. As
material properties of industrial objects as textures or
colours are rarely modelled correctly or exist at all,
they do not contain valuable information which can be
used for the line model generation. In our approach we
therefore only focus on geometric properties of a 3D
model. The real-time silhouette generation of polyg-
onal models has been an issue in non-photorealistic
rendering. Isenberg et. al. [IFH+03] describe meth-
ods which create silhouettes of a model in both object
space and image space. Object space methods anal-
yse the normal vectors of triangles in relation to the
camera viewing direction. Image space methods ren-
der the scene and analyse the output of the rendered
images. Whereas object space methods can produce
curves with much higher precision, they come along
with higher computational costs. Image space meth-

ods are computationally less expensive and can be im-
plemented using pixel shading hardware as presented
in [MBC02]. Hybrid algorithms exist [NM00] which
combine the advantages of both image space and ob-
ject space methods. As real time performance is an
important criterion in our application we use only an
image space method as detailed in [ND03] to generate
a 3D line model.

To create an edge map the scene is rendered with the
predicted camera and the same resolution as the image,
which is used as input for the tracking. To keep sam-
pling artefacts as low as possible, the near and far clip-
ping planes are adjusted to exactly match the bound-
ing volume of the object. Discontinuities in the re-
sulting z-buffer image are changes in depth and can be
regarded as a point on an edge of an object according
to the given camera viewing direction. A second order
differential operator is applied on the z-buffer image
to generate an edge image. In our implementation we
use the following simple 2D Laplacian filter mask:

0 1 0
1 -4 1
0 1 0

As the values in the z-buffer are not linear in depth, a
threshold is not applied directly to the edge map, but to
the amount of difference in camera z-coordinates. This
is necessary since an edge further in depth would have
a smaller difference of z-buffer values than the same
edge, if it would be closer to the camera. Furthermore
the values of the z-buffer depend on the distance of the
near and the far plane, which is not constant. There-
fore taking directly the differences of z-buffer values
would produce unsteady results.

The camera z-value can be computed by un-
projecting a pixel in the edge image with the aid of the
depth value in the z-buffer. To ensure that an edge con-
sists of a only one pixel thick contour, a non-maxima
suppression is applied on the edge map. For silhou-
ette edges the Laplace operator returns a high absolute
value both on the object border and on the neighbour-
ing pixel in the background. Therefore at strong dis-
continuities we only regard positive values returned by
the Laplace operator as edge pixels, in order to guar-
antee that no edges are generated on a background sur-
face or on the far plane.

A Canny like edge extraction algorithm walks along
the 2D edges of the edge map, but creates 3D contours.
A recursive subdividing algorithm splits the 3D con-
tours into straight line segments. However, the lines
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(a) (b) (c) (d)

Figure 1: 3D Line extraction using discrepancies in the z-buffer. (a) shows a z-buffer image. (b) illustrates an
edge image obtained by a Laplacian Filter. (c) and (d) show the generated 3D line model of different views.

are here only used for visualisation. As the tracking
approach described in section 2.2 needs only control
points and the direction of the contour on the control
point, these control points can be generated directly
by walking along the contour on the edge map. A
3D point in the world coordinate system can be com-
puted by un-projecting a 2D image point and applying
an inverse transformation of the current camera rota-
tion and translation parameters. Figure 1 illustrates z-
buffer images of some objects, the resulting edge maps
and the generated line model.

2.2 Line model registration

The results of the line model generation described in
the previous section can now be used as input for the
tracking step. Our implementation is based on the ap-
proach of [CMPC06] and [VLF04]. The camera pose
computation is based on the minimization of the dis-
tance of a projected 3D line and a 2D line in the image.
A very efficient technique to create correspondences
between 2D image points and 3D model points is to
create control points on the projected line and to per-
form a one-dimensional search for gradient maxima
along the normal of an edge. Figure 2 illustrates this
process.

As it is difficult to decide which of the gradient max-
ima really corresponds to the control point on the pro-
jected line, more than one point is considered as a pos-
sible candidate. In [VLF04] it was shown that using
multiple hypotheses prevents wrong gradient maxima
from being assigned to control points on a projected
line. When more than one gradient maximum exists

for a control point, then during the minimisation al-
ways that hypothesis is used which has the closest dis-
tance to the projected control point. If pi is the ith

control point and qi,j is the jth hypothesis of the ith

control point, then the error to be minimised can be
expressed as

err =
∑

i

min
j

∆(pi, qi,j) (1)

where ∆ is the distance function between the projected
sample point pi and the line through the edge feature
point qi in the image. The line through qi is parallel
to the projected line of the line model. The distance
function can be written as:

∆(pi, qi) = |(qi − pi) · (ni)| (2)

where ni indicates the normal of the projected line.
To make the pose estimation robust against outliers,

an estimator function can be applied to the projection
error. In out implementation we use the Tukey estima-
tor, which is defined as follows:

ρTuk(x) =

{
c2

6 [1− (1− (x
c )2)3] if |x| ≤ c

c2

6 if |x| > c
(3)

where c is a threshold depending on the standard de-
viation σ of the estimation error. Together with the
estimator function we can write the error as follows:

err =
∑

i

ρTuk(min
j

∆(pi, qi,j)) (4)

In contrast to previous work [WVS05] the control
points are not created on the projected line of the 3d
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Figure 2: Perpendicular search for gradient maxima. pi is a point on the projected 3d line. qij are hypotheses
of the corresponding points in the image.

line model, but directly during the tracing of the con-
tours in the edge map. Since only control points and
their normal directions to the contour can be taken as
input for the line tracking step, there is no need to gen-
erate straight 3D line segments.

To decide if a tracking step was successful the line
model is projected into the image again with the com-
puted camera pose. If the average aberration of the
direction of the projected lines and the direction of the
image gradient is smaller than a given threshold, the
registration of the line model is regarded as success-
ful.

2.3 Prediction of the camera pose

The line model generation described in the previous
section is a local search method. The convergence to-
wards local minima can be avoided if the initial camera
pose used for the minimisation is a very close approx-
imation to the real camera pose. Therefore a predic-
tion of the camera pose from frame to frame is very
beneficial. A learning-based approach as described in
[WVS05] is not possible, since a new line model and
new control points are generated in every frame. As
correspondences between 3D contour points and 2D
image points exist, if the previous frame was tracked
successfully, these correspondences can be used again
to make a prediction of the current frame. Therefore
the control points of the 3D contour generated in the
previous frame are projected into the current image

with the camera pose of the previous frame. Again
a one-dimensional perpendicular search is performed,
but instead of looking for gradient maxima the point
which is most similar to the 2D point in the last frame
is regarded as the wanted 2D point. Similarity is mea-
sured by the cross correlation of a pixels row. So if
the tracking in the previous frame was successful, a
one-dimensional window on every control point per-
pendicular to the direction of the edge is extracted out
of the previous image and correlated along the one-
dimensional search line in the current image. For ev-
ery 3D control point the point with the highest correla-
tion result is regarded as the corresponding 2D image
point. The calculation of the camera pose is done ex-
actly as in section 2.2, except that only one 2D point
for every 3D point exists.

3 Algorithm outline

The processing of one frame of the tracking method
can be described as follows:

1. If the previous frame was tracked successfully,

(a) create correspondences between the 3D
control points of the last generated model,
and the 2D points obtained by the correla-
tion along the line perpendicular to the re-
garded edge,
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(b) predict camera pose by minimising the dis-
tance of every projected 3D control point to
the line through the corresponding 2D point
parallel to the projected line.

2. Generate a new line model to the predicted cam-
era pose.

3. Apply the line model registration.

4. If the registration was successful, extract a one-
dimensional correlation window at every control
point.

The first camera pose is defined by the user. It must
be close to the real camera pose, so that the regis-
tration of the generated line model can be success-
ful. The generation step produces a line model which
is only used for visualisation and a set of 3D control
points, which are used for tracking. If the registration
step fails, no camera pose prediction is performed in
the proximate frame. All images are undistorted with
given radial distortion parameters, before they are pro-
cessed by the algorithm.

4 Experimental results

All the tests are done on a Pentium 4 with 2.8GHz
and a ATI Radeon 9700Pro graphic card. To eval-
uate the robustness and the accuracy, the algorithm
is tested on a synthetic image sequence first. A vir-
tual model of a toy car is rendered with a predefined
camera path, where the camera moves half around the
model and back again. The images, which are ren-
dered with a resolution of 512 × 512 pixels, and the
very first camera pose are used as input for the track-
ing method. After every processed frame the 6 degrees
of freedom of the estimated camera pose are stored
and compared with the ground truth data. In figure
3 these values are plotted separately for every param-
eter. It can be observed that there is always a small

parameter mean error standard deviation
x −0.0148 0.1182
y −0.0462 0.1068
z 0.5608 0.3335
α 0.0003 0.0259
β −0.0022 0.0163
γ −0.0031 0.0229

Table 1: Average error and standard deviation of the
extrinsic camera parameters.
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Figure 4: Error between the estimated and the real
camera pose of a synthetic image sequence. In (a) the
components of the camera translation error are plotted,
(b) shows the rotation error as the difference of Euler
angles.

error, but the method is capable of tracking the cam-
era path throughout the whole synthetically generated
sequence correctly.

The difference of the values between the real and
the estimated camera pose are shown in figure 4. Eu-
ler angles in radians are used to represent the three pa-
rameters of the camera rotation.

In table 1 the mean error and the standard deviation
of every component of the extrinsic camera parameters
can be seen. As for the most parameters the error is al-
ternating around 0, the mean of the z-component of the
translation error is clearly above 0. This means that the
estimated camera pose is always further away or that
the tracked object in the image seems smaller than it
really is. The reason of this fact is, that the extracted
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Figure 3: Comparison of the estimated pose and the ground truth of the camera path.

silhouette edges are always on the object and the gra-
dient edges in the image have their peak between the
object border and the background pixel. Therefore the
extracted silhouette edges have an error of half a pixel
which mostly affects the z-component of the camera
translation. By analyzing the standard deviations it can
be seen, that the uncertainty of the camera z-direction
is significant larger than the other dimensions. The
mean rotation error in radians is 0.0217, which is an
average rotation error of 1.242 degree.

The computational costs of the individual steps is
shown in table 2. Retrieving the depth buffer from the
GL system requires a major part of processing time.
Better performance might be able with newer hard-
ware like PCI Express boards. The creation of cor-
respondences in the prediction step is also very time

prediction step time in ms
create correspondences 10.46
predict pose 2.12
tracking step
render model / read depth buffer 12.94
extract edges 6.84
create correspondences 8.10
estimate pose 2.42
total time 42.88

Table 2: Average processing time of the individual
steps of the tracking approach.

resolution std. dev. (trans/rot) runtime in ms
384× 384 0.2499 / 0.0267 31.74
512× 512 0.1862 / 0.0217 42.88
768× 768 0.1420 / 0.0241 81.28
1024× 1024 0.0981 / 0.0116 120.41

Table 3: Comparison between image resolution, the
average standard deviation of the error and the run-
time.

consuming, which mostly can be attributed to the nor-
malized cross correlation with sub-pixel accuracy. To-
gether with the image acquisition and the visualization
the system runs with a frame-rate at 20Hz.

Both the accuracy and the runtime of the tracking
highly depends on the resolution of the rendered im-
age, which is used to generate the 3D line model. A
comparison of the image resolution and the runtime is
shown in table 3. With an increasing image resolution
a more detailed 3D line model can be extracted and
therefore the result of the pose estimation gets more
precise. As expected the runtime increases, since not
only a bigger image has to be analyzed in the line
model generation step, but also more control points
on the contours are extracted and used in the track-
ing step. To reduce the processing time in the tracking
step, the minimum distance between extracted control
points can be increased, which would lead to a smaller
number of correspondences between control points on
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the extracted 3D contours and maxima of the image
gradient. The length of the edge search and the termi-
nation criterion of the minimization also have an influ-
ence on the robustness and the runtime. Altogether the
proper choice of the thresholds is a tradeoff between
the performance and the accuracy and robustness.

The algorithm is tested on several real image se-
quences with different objects. The first sequence
shows an industrial production line. The initial cam-
era pose is set close to the real camera pose of the
first frame. Throughout the whole sequence the cor-
rect camera pose is estimated. Occluded edges do not
appear in the line model, since a new line model is
generated in every frame. In figure 5 some frames of
this sequence are shown. The same sequence is tested
without the prediction step as well. When large move-
ments, especially fast rotations of the camera occur,
the registration step does not produce correct results.
The parameters of the camera pose get stuck in lo-
cal minima and the overall tracking fails. Therefore
a rough estimation of the camera pose is really neces-
sary to handle fast camera movements.

In another sequence a toy truck was used as an ob-
ject to be tracked. Only a very coarse polygonal model
without any details is used as an input for the algo-
rithm. To demonstrate that it is possible to track an
object not only from one point of view, the camera trail
starts at one side of the object and moves around until
the object is visible from the other side. The toy truck
is tracked throughout the whole sequence, although
the polygonal model is not very accurate. Some jitter
can be recognized in some frames. Figure 6 illustrates
same frames of this sequence.

5 Conclusion

We have presented a tracking method for augmented
reality applications, which is able to track an object
with a given polygonal model. The advantage of this
model-based approach is that no drift can be accumu-
lated during the tracking, since through the model a
very significant connection between the virtual and the
real world exists. No preprocessing step like the gen-
eration of a line model or the calibration of the scene
is necessary. The virtual information can be created
in the same coordinate system as the polygonal model,
which is used for tracking. Especially for poorly tex-
tured scenes and objects with sharp edges or high-
contrast silhouettes the method produces reasonably
good results.

If not enough significant edges of the generated line
model appear in the image, the tracking gets very
unstable. Problems occur as well in highly detailed
scenes, where the generated line model consists of so
many edges that no unique registration is possible.

Future work will concentrate on a more precise and
less time-consuming generation of line models. A
promising approach would be to shift the edge map
generation on the GPU by using pixel and vertex
shaders.
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Figure 5: Tracking of an industrial production line.

Figure 6: Results of the tracking algorithm using a toy truck.
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