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Abstract

During decades Distance Transforms have proven to
be useful for many image processing applications, and
more recently, they have started to be used in com-
puter graphics environments. The goal of this paper is
to propose a new technique based on Distance Trans-
forms for detecting mesh elements which are close to
the objects’ external contour (from a given point of
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view), and using this information for weighting the ap-
proximation error which will be tolerated during the
mesh simplification process. The obtained results are
evaluated in two ways: visually and using an objec-
tive metric that measures the geometrical difference
between two polygonal meshes.

Keywords: Computational Geometry and Object
Modelling, Three Dimensional Graphics and Realism,
Picture and Image Generation

1 Introduction

The number of fields using three dimensional graphics
is constantly increasing. Different areas like medicine,
education, training, leisure, etc. are more and more
taking advantage of the benefits that 3D visualization
can bring to them.

Representing objects is one of the key stages of any
computer graphics system. Among the mainstream
models in this field, the most extended technique for
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representing the surface of objects is based on polygo-
nal meshes, being the simplicity of its basic elements
one of the underlying reasons [Wat00].

However, polygonal meshes need a large number of
polygons for approximating real objects with a rea-
sonable accuracy. Whenever computation time is a
concern, techniques which decrease the model’s poly-
gon count while keeping an acceptable visual appear-
ance are mandatory. An approach that has been widely
investigated is multiresolution modelling, which con-
sists in representing objects at different resolution lev-
els and choosing the proper approximation accord-
ing to the visualization conditions [XV96, Hop97].
Basic principles of this approach were set by James
Clark [Cla76]; comprehensive surveys can be found at
[PS97, Gar99, Lue01, LRC+03, FKP05].

The key point is to obtain a simplified model us-
ing less computational resources but looking similar
to the original one when rendered under certain con-
ditions. No attention needs to be paid to features not
observable by the end user. Moreover, some details
in a model become more obvious than others to a hu-
man viewer. For example, silhouettes are known to be
critical for the final visual quality appreciated by our
visual system [LE97].

The goal of this paper is to propose a new technique
that allows taking into account the proximity of a mesh
element to the mesh’s external contour for weighting
the approximation error which will be tolerated during
the simplification process. More specifically, the con-
tributions of this work can be briefly summarized as
follows:

• Analyzing the applicability of Distance Trans-
forms for detecting the proximity of mesh ele-
ments to the external silhouette.

• Proposing mesh simplification criteria based on
a precomputed silhouette proximity measure, ob-
tained by means of a Distance Transform.

• Presenting a simplification technique using a Dis-
tance Transform for selecting the allowed approx-
imation error in regions close to the external sil-
houette.

The rest of the paper is organized as follows: Sec-
tion 2 presents a short overview of some previous work
related to mesh simplification algorithms and the dif-
ferent approaches to identify and preserve the model’s
silhouette. A brief introduction to basic concepts of
digital Distance Transforms and Multi-Tessellation is

also included. Section3 describes the proposed ap-
proach, while Section4 shows some experimental re-
sults. Finally the conclusions and future work are pre-
sented in Section5.

2 Previous Work

2.1 Mesh Simplification

Many mesh simplification techniques have been pro-
posed during the last years. Among the methods based
on objective metrics, work has been done in order
to incorporate other attributes besides geometry like
color, texture or normals [GH98, COM98]. Perceptual
metrics have also been developed [OHM+04, CB05];
Lindstrom and Turk use an image metric to guide the
simplification process [LT00]. Reddy introduced a
perceptive model to guide the selection of the appro-
priate level of detail [Red97]. [Lue98] defined a con-
trast sensitivity function that predicts the perception of
visual stimuli. Some of the perceptually driven sim-
plification methods explicitly pursue a good silhou-
ette preservation, defining normal cones [WLC+03].
Good silhouette approximation through contour com-
putation in image space has also been researched
[RC99, SGG+00].

The approach presented here not only identifies the
objects’ silhouette. It performs also a mesh elements’
explicit classification in object space, attending to its
proximity to the external contour from a given point of
view.

2.2 Digital Distance Transforms

Measuring the distance between image elements may
be of interest for further processing in many image
analysis applications. Basics concepts regarding digi-
tal distances can be found in [RP66, RP68].

The application of a Distance Transform to a bi-
nary image produces as output a distance image, where
each element of this distance-image is assigned a dis-
tance label. For any element its label stores a value in-
dicating its closest distance to the background. There-
fore, the computed distance image can be seen as a
grey-level image where the intensity level identifies
the minimum distance to the complement of the ob-
ject.

A distance transform can be computed in two steps
by propagating local distances over the image; this is
true for 2D, 3D and higher dimensions [RP66]. Ini-
tially, the elements belonging to the object are set to
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Algorithm 1 2D Digital distance transform.
1: {INPUTS: 2D binary imageI, 2D digital maskw}
2: {OUTPUT: 2D digital distance transform computedI}
3: {First step: forward propagation}
4: for y = 1 to n do
5: for x = 1 to n do
6: I(x, y) = min(i, j) ∈ fwd(I(x + i, y + j) + w(i, j))
7: end for
8: end for
9: {Second step: backwards propagation}

10: for y = n downto1 do
11: for x = n to 1 do
12: I(x, y) = min(i, j) ∈ bwd(I(x + i, y + j) + w(i, j))
13: end for
14: end for
15: beingfwd the forward mask (bolded coefficients) andbwd the backwords mask (italic weights) defined

in Table1.

11 11
11 7 5 7 11

5 ¥ 5
11 7 5 7 11

11 11

Table 1: Mask applied for computing the 2D digital
transform: 5, 7 and 11 weights are assigned for edge,
vertex and knight neighbour relationships.

infinity and the elements belonging to the background
are set to 0. In the case of a 2D image, during the
first step the image is analyzed from top to bottom and
from left to right. During the second step, the image
elements are visited from right to left and from bot-
tom to top. Each element is assigned the minimum
value between itself and the already visited neighbours
incremented by their connectivity weight. Algorithm
1 details the pseudo-code for computing the distance
transform over an× n image.

Distance transforms and some variations of them in
combination with other image processing techniques
can be applied for representing and analyzing 3D ob-
jects in multiple applications [Nys97, Sve01, Sin05,
JBv06]. Distance fields have also been applied in com-
puter graphics environments, such as in collision de-
tection [TKZ+04], and have been implemented with
graphics hardware [SGGM06].

However, digital distance transforms can be used
in other fields that have not been explored so far.
The work presented here aims to open a way for new

applications of Distance Transforms within computer
graphics environments.

2.3 Multi-Tessellation

The Multi-Tessellation method, originally called
Multi-Triangulation, was introduced by De Florianiet
al. [FMP97]. It provides a general multiresolution
framework for polygonal meshes offering several at-
tractive features, like selective refinement, locality or
dynamic update [FMP97].

Multi-Tessellation, MT for short, is a hierarchical
model defined as a directed acyclic graph, where the
nodes represent mesh updates and arcs represent de-
pendencies between updates labelled with sets of trian-
gles. Each trianglet may have associated a global ap-
proximation error, describing the difference betweent
and the surface patch it approximates. Simplification
applications may be adapted in order to build an MT
while performing the simplification process. Once the
MT has been built, it can be queried at run time for ex-
tracting a simplified mesh fulfilling some defined re-
strictions.

Two kinds of criteria can be defined for selectively
refining the mesh (see Alg.2):

• A threshold function, used to bound the approxi-
mation error.

• A focus condition, used to set the region of inter-
est under which the query will be evaluated.

The distributed package [MG] implements a hierar-
chy of classes that permit the construction of an MT
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Algorithm 2 Criteria used for refining the mesh.
if trianglei ∈ Focus_regionthen {Focus condition}

Evaluate threshold_function(trianglei)
end if
boolean threshold_function(trianglei){Bound approximation error} (trianglei.error ≤
Allowed_error(trianglei))

Original
3D mesh

Binary image
computation

2D View
selection

3D Mesh projection
over the selected

view plane the mesh projection
configurable grid over
Overlapping of the 2D

Label backprojection
over original 3D mesh

Distance Transform
computation

3D Mesh simplification

Mesh mapping

Mesh labelling

2D Grid labelling

Figure 1:Mesh simplification stages.

by adapting a simplification method in order to per-
form some basic MT operations. Some useful thresh-
old and focus conditions are already implemented, in-
cluding point location, region intersection, etc. Addi-
tionally, an executable implementing the Jade simplifi-
cation technique is provided [CCMS97]. In this case,
the simplification algorithm is based on vertex deci-
mation operators.

Defining new focus and threshold conditions can be
easily done by adding new classes to the library. This
sets a general and useful framework for dynamically
managing the level of detail of a particular representa-
tion.

The MT package has been used in this work to
present the results obtained by integrating the precom-
puted distance to silhouette into the threshold function.

3 Method Description

The approach followed here classifies the mesh faces
or vertices attending to their proximity to the external
silhouette from a certain point of view. The classifi-
cation process uses a Distance Transform, computed
over the mesh elements’ projection on the visualiza-
tion plane. This transform provides for each element
its distance to the projected contour, being useful for
extracting the mesh elements which compose or are lo-
cated near the mesh silhouette for any particular point

of view.

Previous to the projection stage, a 2D grid is cre-
ated on the visualization plane. This grid needs a res-
olution level that has to be selected according to the
input mesh level of detail, the desired simplification
degree and the available time to perform the labeling
process. Every cell in the 2D grid has a list associated
containing the indexes of the faces that project into it.
The occupancy of the grid cells can be represented as
a binary image; it is over this binary image where Dis-
tance Transforms can be computed. Last, a classifica-
tion of the model faces can be obtained backprojecting
the distance labels to the mesh faces that map into each
grid cell.

The same process can be applied for backproject-
ing the distance values to the vertices instead of to the
faces. The tags assigned to the polygonal mesh ele-
ments can then be used in different ways to guide the
simplification process, providing a criterion for modi-
fying locally the approximation error allowed in areas
close to the external contour.

It must be highlighted that the first three steps are
performed in a pre-processing stage, producing a la-
belled polygonal mesh which will be used later on
during the simplification stage. Figure1 depicts a
scheme of the whole process and Alg.3 collects its
pseudo-code description. The following Sections de-
scribe each of the method’s stages.
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Algorithm 3 Pseudo-code of the overall contour simplification process.
1: {INPUTS: 3D mesh, visualization parameters}
2: {OUTPUT: 3D simplfied mesh}
3: Create a 2D grid over the visualization plane of the 3D input mesh
4: for all grid-cellsdo {It is computed in a pre-processing stage}
5: Label each grid-cell with the 3D mesh vertices that project onto it
6: end for
7: Extract a binary image representing the grid-cells occupation {Each pixel represents a grid cell}
8: Compute a Distance Transform over the binary image
9: Assign to each grid-cell the distance value of its associated pixel

10: for all grid-cellsdo {Assign labels to 3D vertices}
11: Backproject its distance value to all the 3D mesh vertices that project onto it
12: end for
13: Simplify the 3D mesh according to backprojected distance labels

3.1 Mesh Mapping

Silhouettes are view-dependent features. For that rea-
son, their extraction must be done for a certain view
point. Given a visualization plane, the 3D mesh is pro-
jected on it by applying the proper projection matrix
to each vertex coordinates. In order to extract the ob-
ject’s silhouette, it is necessary to create a binary im-
age where distance measurements can be carried out.
For that purpose the visualization plane is partitioned
into cells forming a grid which can be seen as a 2D
digital image. The number of cells making up the grid
is analogous to the image resolution; consequently the
parameterization of this value allows the analysis at
different resolutions.

Every face belonging to the projected polygonal
mesh is tested to find the cells of the 2D grid with
which it intersects.

A data structure is updated where every grid ele-
ment keeps track of the faces intersecting with it. This
way, the posterior backprojection of distance values
is straightforward. This procedure is computationally
expensive, but affordable as pre-processing.

The binary image is extracted from the grid occu-
pancy information, setting as object every cell with
any face mapping over it.

3.2 Distance Transform Computation

Once the 2D image is obtained, the next stage consists
in obtaining a distance image by applying a distance
transform to the binary image. The result is a new
image where the assigned intensity values increase as
the pixel gets further away from the background.

3.3 Mesh Labelling

At this point, the distance of an object pixel to the
background has already been computed. Previously,
the correspondences between pixels and the facets
mapping into them have also been calculated. There-
fore, the labelling of every face with a value repre-
senting its distance from the background is a simple
process. The distance label of a pixel, which is equiv-
alent to a grid cell, is assigned to all the faces that in-
tersect with the cell.

As a result, a labelled mesh is obtained where every
face stores a value representing its proximity to the ex-
ternal contour.

The same approach may be followed when the dis-
tance label is assigned to vertices or edges instead of
faces. Figure2 shows the results of backprojecting
the distance values onto the mesh. Fig.2(a) shows
a rendered view of the original mesh. Fig.2(b) and
2(c) represent the same mesh under different points of
view. The grey levels in the images represent distance
to the silhouette (lighter intensities represent higher
distances to the contour).

3.4 Mesh Simplification

The method’s last stage is also the final goal of the
whole process, where the extracted distance values are
used for mesh simplification purposes.

The use of the distance labels depends on the se-
lected simplification technique. The work presented
here has been based on the Jade approach, a ver-
tex decimation technique based on the global error
[CCMS97]. The distance information is computed for
the vertices of the original mesh. Since the vertices be-
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(a) Original mesh (b) Mesh in Figure2(a)rotated 180 degrees
over the X axis, with grey levels propor-
tional to the distances to the external silhou-
ette

(c) Mesh in2(a) rotated 205 degrees over
the X axis, with grey levels proportional to
the distances to the external silhouette

Figure 2:Backprojection of distance values in image2(a)over the 3D model. Mesh vertices color represent the backpro-
jected distance label

longing to a simplified model are a subset of the orig-
inal mesh, the precomputed distance labels are valid
for any level of detail. Multi-Tessellations obtained
through the application of the Jade method are freely
distributed with the MT-Package.

The proximity of every facet to the external con-
tour is taken into account in the extraction stage. This
means that for a given error threshold, the error al-
lowed in regions close to the external silhouette is re-
duced according to a predefined law.

The implemented solution, requires the definition of
two parameters:

• Distance interval: range of distance labels which
identify the region where a more accurate approx-
imation is desired.

• Restriction factorf : the purpose of this parame-
ter is to define a lower error threshold for the por-
tion of the mesh within the region of interest.

The width of the contour area can be simply
modified by changing the range of distance labels
that define the region of interest. In our case,
the range is defined by setting a threshold over the
minimum distance of the vertices belonging to a
face. Given a distance threshold, and a vertexvj of
trianglei:

if vj .label≤ distance_thresholdthen

trianglei ∈ contour
else

trianglei 6∈ contour
end if

Other solutions can be easily devised.
The error factor allows to refine the quality of the

approximation in the contour region taking into ac-
count the threshold error fixed for the rest of the
model. Given a global allowed errore we can define a
more restrictive error that will be tolerated in the con-
tour region. Given the restriction factorf < 1, the
allowed error wil be computed in the following man-
ner:

if trianglei 6∈ contourthen
Allowed_error= e

else
Allowed_error= e · f

end if
If the allowed error is uniform along the model, then

Allowed_error(trianglei) = e ∀i
Again, other error functions are also feasible.

4 Results

The experimental results presented in this section were
obtained by applying the technique previously de-
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scribed to the Multi-Tessellation models distributed to-
gether with the MT-Package.

Figure3(a)shows the simplification of the mesh ob-
tained by imposing a restrictive error threshold over
the silhouette. In this case, the error factor was set
to 0, meaning that no error is allowed on the exter-
nal contour. The region of interest (the mesh portion
considered to be near the silhouette) is made up of
faces whose vertices have a minimum distance label
less than or equal to 2. It can be seen that the rest of
the mesh is coarser (it has suffered a strong simplifi-
cation process), while the density of triangles over the
silhouette is extremely high.

The algorithm presented here allows an easy para-
meterization of the width of the contour area, as it can
be appreciated in Figure3(b). It can be seen how the
region of high resolution extends itself towards the in-
terior of the object.

Figures3(c) and 3(f) show two simplified meshes
with approximately the same number of polygons,
1074 and 1077 respectively, obtained with two meth-
ods: the Jade and the distance-based approach pro-
posed here. Figures3(d) and 3(g) show the simpli-
fication from a different point of view. Figure3(d)
(1226 triangles) has been obtained from Jade simplifi-
cation, while Figure3(g) has been obtained using the
distance information. A perceptible improvement in
the smoothness of the silhouette can be appreciated in
both Fig.3(f) and3(g). A wireframe rendering of the
model reveals a higher density of facets close to the
external contour in Fig.3(h)with respect to3(e).

Figure4 shows some results of simplifications ap-
plied to the model shown in Fig.2(a). Figure4(a)(612
triangles) is the simplified model extracted from Jade
simplification method, while Fig.4(d) (600 triangles)
represents the simplification using distance informa-
tion. Under a different rotation, the simplification is
carried out using distance labels in4(e)(510 triangles)
while in Fig. 4(b) (508 triangles) no distance informa-
tion is taken into account. Again, the smoothness of
the silhouette is higher with our method and the mesh
density increases in the proximity of the external con-
tour, as shown in Fig.4(c) (without distance informa-
tion) and4(f) (with distance information).

In addition to a visual inspection, an objective mea-
surement of the approximation error has also been per-
formed. The difference between the two polygonal
meshes to be compared is computed following an ap-
proach similar to [ASCE02]. Given a mesh M1 and
a coarser approximation M2, for every vertex of M1

the minimum distance to the faces belonging to M2
is computed. A visual representation of the deviation
is shown by colouring M1 with a predefined colour
palette. Figure5 presents the result of comparing the
simplifications obtained with and without distance in-
formation. It can be observed that the approxima-
tion in the silhouette is quantitatively better with our
method.

Regarding computational issues, cost in terms of
memory requirements is only of one extra value per
vertex. In case of tagging the mesh faces or mesh
edges an additional value per tagged element would be
required. With respect to computational cost, it has to
be noted that all the heavy computation is performed
at pre-processing time. The most expensive step is the
mesh mapping over the 2D grid, in order to collect
the information needed for backprojecting the distance
values. Efficient implementations for these operations
using spatial data partitioning could be considered. As
it was explained above, the computation of the Dis-
tance Transform can be performed involving only two
passes over the 2D image.

5 Conclusions and Future Work

Simplification algorithms are usually guided by some
criteria in order to select which elements of the mesh
shall be removed or replaced. Introducing precom-
puted distance labels as part of the guiding metrics is
a straightforward process, opening a new way to de-
sign a range of techniques which are useful for includ-
ing perceptually motivated criteria in mesh simplifica-
tion algorithms. This approach can be applied in or-
der to achieve higher resolution in other relevant re-
gions besides the silhouette, such as visually outstand-
ing areas, or semantically important parts. The results
presented here suggest that the use of distance infor-
mation is a promising approach for mesh simplifica-
tion techniques, since adding distance labels to mesh
elements provides more information than the conven-
tional methods based on the extraction of the silhouette
edges.

The fact that distance information can be assigned
to any element of the mesh (vertices, edges or faces)
facilitates adapting these techniques to a wide range
of simplification methods. The nature of the basic un-
derlying operator (vertex removal, edge collapse, etc)
does not impose additional limitations. Furthermore,
the applicability of distance labels goes from off-line
simplification processing to run-time selective refine-
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(a) Result of simplifying mesh elements with distance
values larger than 2

(b) Result of simplifying mesh elements with distance
values larger than 15

(c) Close-up view after the Jade simplifi-
cation

(d) The same simplified mesh from an-
other point of view

(e) Wire mesh of3(d)

(f) Close-up view after the Distance
Transform based simplification

(g) A Distance Transform based simplifi-
cation for a different point of view

(h) Wire mesh of3(g)

Figure 3:Shell example.
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(a) Close-up view of the mesh simplified
with the Jade method

(b) Another perspective of the result after
the Jade simplification

(c) Wire mesh of4(b)

(d) Close-up view of the mesh simplified
with proposed method

(e) A Distance Transform based simplifica-
tion for a different point of view

(f) Wire mesh of4(e)

Figure 4:Abstract geometric example.

ment. Simplification techniques have a wide range of
applications in leisure, science, industry, arts, etc. All
of them can benefit from the improvements in the qual-
ity of the simplified models.

The work presented here computes the mesh ele-
ments’ distance to the extended contour given a pre-
defined point of view. Future work includes:

• Extending the method for covering all possible
points of view in a way which is both performant
and computationally efficient.

• Integrating distance to the silhouette into other
mesh simplification methods besides the Jade
method.

• Extending the method in order to consider also
internal silhouettes.
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