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Abstract to technology means that their expectations of display
techniques have changed. The increasing spread of the
Virtual worlds exploration techniques are used in;&ernet has changed expectations of how and when
wide variety of domains — from graph drawing t0 rgsegple are to access information. As a consequence,
bot motion. This paper is dedicated to virtual worlgl ot of problems arose. One of them is the automatic
exploration techniques which have to help a human Rgn|oration of a virtual world. In recent years, people
ing to understand a 3D scene. An improved methodiRjy essentially more attention to this problem. They
viewpoint quality estimation is presented in the papggqlized the necessity of fast and accurate techniques
together with a new off-line method for automatic 3y petter exploration and clear understanding of var-
scene exploration, based on a virtual camera. The @iz virtual worlds. A lot of projects use results of
tomatic exploration method is working in two steps. {ftelligent camera placement research, from the “vir-

the first step, a set of “good” viewpoints is computegg| cinematographer’HCS94 to motion strategies
The second step uses this set of points of view to cqircoq).

pute a camera path around the scene. Finally, we de}-

fi " ¢ tic dist bet biect n Computer Graphics a lot of efforts are focused
IN€ a notion of semantic distance LEWEeeN objects improving quality and realism of renders, but rarely
the scene to improve the approach.

one focuses on the interaction and modeling. Indeed,
usually, the user must choose viewpoihimselfto
Keywords: Scene understanding, automatic virtubktter inspect and even to understand what a scene
camera, good point of view. looks like. The goal of this work was the developing
of new techniques for automatic exploration of virtual

worlds.

1 Introduction : o _—
Quiality of a view direction is a rather intuitive term

One of the reasons for rapid development of compufi§id: due o its inaccuracy, it is not easy to precise
science was the introduction of human-friendly inteiQ" @ Selected scene, which viewpoints are “good” and
faces, which have made computers easy to use %ffFh are not. Over the last decades, many methods

learn. The increasing exposure of the general pui§'® Proposed to evaluate quality of view directions
for a given scene and to choose the best one. All

of them are based on the fact that the best viewpoint
Digital Peer Publishing Licence gives the user maximum amount of information about
Any party may pass on this Work by electroni¢ a scene. And again, an imprecise term “information”

means and make it available for download undefs met.

the terms and conditions of the current version  This paper is organized as follows: sect®gives a

of the Digital Peer Publishing Licence (DPPL). prief description of previous works. A new method of
The text of the licence may be accessed and | vjewpoint quality estimation is described in secti@in

retrieved via Internet at A new method of global scene exploration is presented
http://www.dipp.nrw.de/ : in section4, Section5/shows how Atrtificial Intelli-
First presented at the International Conferencegence techniques could be used in the domain of au-
GRAPP 2006, extended and revised tomatic exploration. Finally, sectioBlconcludes our
for JVRB work and points out directions of future work.
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2 State of the art which most surface normals in the scene are similar,
and visible scene depth should be maximized.
As we have mentioned above, due to advances in inforSpert et al. $FR"02] introduced an information
mation technologies, the importance of crafting begfeory-based approach to estimate the quality of a
views has grown. The key-role in the domain of awiewpoint. To select a good viewpoint they propose
tomatic explorations belongs to estimating viewpoifd maximize the so called “viewpoint entropy”. The
quality procedure, so, we start with reviewing adunction is the Shannon’s entropy, where projected ar-
vances in this domain. eas of faces are taken as a discrete random variable.
Thus, the maximum entropy is obtained when a cer-
tain point can see all the faces with the same relative
projected area. By optimizing the value of entropy in
A number of papers have addressed the problem of soages, Sbert et al. try to capture the maximum num-
tomatically selecting a viewpoint that maximally eluber of faces under the best possible orientation.
cidate the most important features of an object. Recently Chang Ha Lee et all\JJO5] have in-
The first works on visual scene understanding wereduced the idea of mesh saliency as a measure of
published at the end of the years 80s. Kamada aegdional importance for graphics meshes. They de-
Kawai [KK88] have proposed a fast method to coniine mesh saliency in a scale-dependent manner us-
pute a point of view, which minimizes the number dfig a center-surround operator on Gaussian-weighted
degenerated edges of a scene (refer to fidirdhey mean curvatures. The human-perception-inspired im-
consider a viewing direction to be good if parallel linportance measure computed by the mesh saliency op-
segments lie in a projection as far away from eaehator gives more pleasing results in comparison with
other as possible. Intuitively, the viewer should be gsirely geometric measures of shape, such as curva-
orthogonal to every face of the 3D object as possibtare.
As this is hard to realize, they suggest to minimize theBlanz et al. BTB99] have conducted user studies
maximum angle deviation (over all the faces) betweem determine the factors that influence the preferred
a normal to the face and the line of the viewer’s sightiews for 3D objects. They conclude that selection of
a preferred view is the result of complex interactions
between task, object geometry, and object familiarity.

2.1 Viewpoint quality and camera placement

2.2 Dynamic exploration

@) () A single good point of view is generally not enough
for complex scenes, and even a list of good viewpoints
Figure 1:View (b) is better thar(a), because it doesdoes not allow the user to understand a scene, as fre-
not contain degenerated faces. quent changes of viewpoint may confuse him (her).
To avoid this problem, dynamic exploration methods
The technique is interesting for small wire-frameere proposed.
models, but it is not very useful for more realistic Barral etal. and Dormé@DP0Q Dor0]] proposed a
scenes. Since this technique does not take into accaurthod, where a virtual camera moves in real time on
which parts of the scene are visible, a big elementtbe surface of a sphere surrounding the virtual world.
the scene may hide all the rest in the final image. PTEhe scene is being examined in incremental manner
menos and BenayadBRB9€ have proposed a heurisduring the observation. In order to avoid fast returns
tic that extends the definition given by Kamada arad the camera to the starting position, the importance
Kawai. The heuristic considers a viewpoint to be goad a viewpoint is made inversely proportional to the
if it gives a high amount of details in addition to thélistance along the camera path from the starting to the
minimization of the deviation. Thus, the function isurrent position.
the percentage of visible polygons plus the percentag&/azquez and SberlVE03 propose an automatic
of used screen area. method of indoor scene exploration with limited de-
Stoev and Stral3er ii5S02 consider a different ap-grees of freedom (in order to simulate a human walk-
proach that is more suitable to viewing terrains, through). The method is based on the viewpoint en-
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tropy.
In [MCOQ, VFSHO0Z image-based techniques ar

used to control the camera motions in a changing v
tual world. The problem faced in the paper is the ade
tation of the camera behavior to the changes of t
world.

For more details, a state of the art paper on v
tual world global exploration techniques is avai
able [PS0§.

3 A new high-level method

Although the above methods of viewpoint quality e:
timation allow to obtain interesting results, they al
low-level methods, as they use inadequate “vocab-
ularies”. Let us consider an example. The scakRigure 2:The scene is subdivided into a set of objects.
ning process at 300 dpi resolution produces aboufBe display is almost completely hidden by the case,
megapixels per A4 page. However, nobody uses kit we could clearly recognize it.
ementary pixel configuration to describe content and
structure of this page. Instead, people apply Opti- o )
cal Character Recognition methods and represent cian just the visibility of t_he faces, and this leads us to
tent by characters and structural markup. ComputBf New level of abstraction.
Graphics suffers from weak representation of 3D data.This method of viewpoint quality estimation makes
Deve|0pment of proper “vocabularies” for a new gerﬁhe first few Steps in the direction of semantic descrip—
eration of meta-data, able to characterize content di of a 3D scene. Note that developing innovative
structure of multimedia documents, is a key-feature fé/ays to represent a scene originates a lot of problems
categorization, indexing, searching, dissemination afi¢ch as conversion of already existing scenes to new
access. It would be a grand challenge if a compld@mat. However, the requirement of a scene divi-
semantic 3D model could be used instead of projeﬁion into a set of objects does not limit the area of
tion in lower dimensions (image, text, animations) éfe method application. There are many ways to get
structureless collection of polygons. it. First of all, complex scenes often consist of non-
Thus, while these low-level methods work good iadjacent simple primitives, and this leads to the first
estimating viewpoint quality of a single object, theyisjunction of a scene. Otherwise, if a scene (or some
often fail in complex scenes. In this section the firB@rts of a scene) is represented by a huge mesh, it
high-levelmethod is presented. The main idea of tif@uld be decomposed. The domain of the surface de-
method is to pass to higher level of perception in dtomposition is well-studied and there are a lot of meth-
der to improve the notion of viewpoint quality. LePds giving excellent results. One can point at results
us suppose that, having a complex scene, there ex@t€uckerberger et al. TS0 and Chazelle et al.
some proper division of the scene into a set of objedi€DST9.
Figurel2 presents an example of such a scene, wherd he method we propose is also useful in declara-
the subdivision into a set of objects is shown by difive modelling by hierarchical decomposition (refer to
ferent colors. These objects are: the computer cdfe94 for the main principles). In such a case, the de-
the display, the mouse, the mouse pad, two cables, ¢agposition could be provided by a modeler directly,
keyboard and several groups of keys. or it can be combined with the information extracted
Only 20% of the display surface is visible, but ifrom the scene geometry.
does not embarrass its recognition because, if we ar@he main idea is to define hopertinenteach ob-
familiar with the object, we coulgredict what does ject is and how well it ispredictable Then for any
it look like. Thus, we conclude that if there exists giewpoint we can determine visible parts of the scene.
proper subdivision of a scene into a set of objects, téth this information given we can calculate how well
visibility of the objects could bring more informatioreach object is observed. The total viewpoint quality
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consists of the sum of observation qualities for each mcomprehension

object. go 1 gquality
An accurate definition of the new heuristic is given (g |

further. Let us suppose that for each objecbf a 07 -

scend its importancey(w) : Q@ — RT is specified. 82 |

We would like to generalize the method and do not (4 |
want to be limited by a strict definition of the impor- 03 1
tance function, because it could be done in different 8% |
ways, especially, if some additional knowledge about 00
a scene is supplied. For example, if the method is in-
corporated into some dedicated declarative modefr

3:The behavior of the functioff(t) = 2-1 . ¢
the importance of an object could be assigned in lgure e behavior of the functio(?)

0701702703704 0506 07 08709

p+t

: . ) 1or two values of the parameter (a) p = 0.1, even
pendence on its functionality. Moreover, after the flrgt P pr (@)

loration the i ; d b qi a{)art of an object provides a good knowleddgb)
exploration the Importances could be rearranged 1), 8 1000, the user should see all the object to get a

diﬁerent manner tp see variogs parts of a scene mégeod knowledge.
precisely than during the previous exploration.
If no additional information is provided and the user
takes into account scene geometry only, then the size o
of object bounding box could be considered as the iff2Servation is complete.

portance function: If nothing is known about a scene except its geo-
metrical representation, then one may suppose that
q(w) = max |up —vy[+ max |uy —vy|+  the scene does not contain extraordinary (very rough)
u,vEVy, u,wEV,,
topology. Then the parameter could be taken as

+ max |uy — v,
u,vEV, rather small value, for example,, = 0.1Vw € Q.

hereV. is th t of verti ¢ the obiect In such a case even exploration of a part of an object
whereb,, 1S the set ot verlices ot the objes ives a good comprehension.

It is also necessary to introduce a parameter chargc-
terizing thepredictability (or familiarity) of an object:  Now let us suppose that there exists some additional
pw : © — RT. In other words, the parameter deteknowledge, for example, a virtual museum is consid-
mines the quantity of object surface to be observedafed. Then for all the paintings the parameter could be
order to well understand what the object looks like. t#fken equal to 1000 and, for all the walls, chairs, doors
an object is well-predictable, then the user can rec&fiual to 0.1. Now, in order to get a good comprehen-
nize it even if he sees a small part of it. Bad pr&ion of a painting, one should observe all its surface,

dictability forces the user to observe attentively all tH@it only a small part of door or wall is necessary to
surface. recognize them.

The p,, parameter sense could be also interpreted et us consider a viewpoipt For scene objects this
in a different manner. Even if an object is wellngint gives a set of valued(p) = {0 < b,, <l,we
predictable (for example, it is a famous painting), thg}, whered, , is the fraction of visible area for the
parameterp,, could be chosen as for an object witQpjectw from the viewpointp. 0,. = 0 if the object
bad predictability. This choice forces the camera {9not visible and), ., = 1 if one can see all its surface

observe all the painting. from the viewpoinip.

We propose to consider the functigift) = 2211¢

pw+t . . .
as the measure of observation quality for an objectThe fractiond,,., may be computed in various ways.

with predictability p,,, where0 < ¢t < 1 is the ex- The simplest one is to divide the area of tisible

plored fraction of the object (for example, the area 8'f”face by thaotal area of an object. Another way

the observed surface divided by the total area of {3 divide the curvature of the visible surface by the

object surface). Refer to figuBsfor an illustration. If total curyature of the O_bJeCt' Ir_1 b°t_h cases, we obtain
the percentage for the objecty is equal to zero (thethe fraction equal to O if an object is not visible at all
user has not seen the object at all), thi@n) is zero and equal to 1 if we could see all its surface.

(the user cannot recognize the object). If all the sur-Thus, we propose to evaluate the viewpoint quality
face of the objectv is observed, therf(¢) is 1, the as the sum of scene objdotportanceswith respect to
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their visibility andpredictability:

Qp) = qlw)- PR

weN

Figure 4 shows the behaviour of two viewpoin
guality heuristics. The mean curvature is taken as 1
first one, while the high-level heuristic, proposed |
this section, is taken as another one. For the high-le
method no additional information is provided, so, tt
bounding box sizes are taken as the importance fu
tion ¢(w) andp, = 0.1Vw € Q.

45 40 35 45 40 35

50 30 50

5!

5 .
o D | | 15 . ; ‘ % 15 Figure 5:The best viewpoint for the computer model.

i O 10 e 10
70 é
are visible, so the estimation should not be as small as

at figure4(a).

75

4 Exploring a scene

a4 o 4.1 Introduction

& & . . . o .

Ok s Ol The V|ewp0|r_1t quality estimation is oply the first step
(a) Mean curvature (b) The high-level heuristic 1 the domain of scene understanding. In order to

help a user to get a good knowledge of a scene, meth-

Figure 4:The qualities for 100 viewpoints equally dis0ds, allowing to choose the best viewpoint (or a set
tanced from the center of the model. The best vig¥f viewpoints), should be proposed. Dynamic explo-

directions are indicated by the black sect¢gy.Mean ration methods could be very helpful too, since a set of
curvaturei(b) the high-level heuristic. static images is often not sufficient for understanding

of complex scenes.

The best viewpoints, chosen by the two methods,There are two classes of methods for virtual world
are quite close (the picture is shown in figiile but exploration. The first one is thglobal exploration
there are significant differences in the estimation ofass, where the camera remains outside the explored
other view directions. world. The second class is thecal exploration one.

Let us compare figui, showing the scene from thdn this class the camera moves inside a scene and be-
viewpoint number 10, and figuks showing it fromthe comes a part of the scene. Local exploration may
best viewpoint. It is clear that the viewpoint 10 is leds useful and even necessary in some cases, but only
attractive, but it still gives a good representation of tlggobal exploration could give the user a general knowl-
scene. The function on figurgb) decreases smoothlyedge on a scene. In order to simplify the presentation,
in this region, while figur@(a)shows a drastic fall. At we present a method of global exploration of fixed un-
the viewpoint 17 the function from figu#b) grows, changing virtual worlds. The method can be adapted
because the back side of the display and a part of theperform local explorations. The only difficulty is
keyboard are visible simultaneously. Then it decreagbe collisions detection. It can be solved introducing
again because the case covers the keyboard. The hiliplacement maps for the camera.
level method also shows a better quality than the low-Thus, let us suppose that a scene is placed in the cen-
level one from the back side of the scene. From edeh of the sphere, whose discrete surface represents all
viewpoint some parts of the mouse or of the keybogpdssible points of view. Having the viewpoint quality
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criterion and a rapid algorithm for visibility computa- As we have mentioned before, a set of views, giving
tions (refer to [EP0Y), we are ready to choose goo@d good representation of a scene, could be obtained
views. The main idea of the method is to find a sby a greedy search. The greediness means choosing a
of viewpoints, giving a good representation of a scermgst viewpoint at each step of the algorithm. Starting
and then to connect the viewpoints by curves in ordeom the best viewpoint, at each step we find the best
to get a simple path on the surface of the sphere, thewpoint for the unexplored part of the scene. The
trajectory of the camera. algorithm stoppes when the quality of the set surpasses
As the viewpoint quality measure we use equthe desirable level of the comprehension.
tion (1). The heuristic is very flexible and gives good More strictly: having given a threshold < 7 < 1
results even (and especially) for complex scenes. Ttige desirable level of the comprehension), one should
viewpoints should be as good as possible (provified a set of viewpointd/,, C P such as% >T.
as much information as possible) and the number@ére Q(1;,) means observation quality for the set of
viewpoints should not be very great. These criteria afewpoints M;,, andQ(P) is the observation quality
satisfied with a greedy search scheme. Firs of all, ¥ the set of all possible viewpoints.
define the quality of a set of viewpoints. Then, starting At the beginning)M, = (), each step of the al-

from the best viewpoint, at each step we find the begirithm adds to the set the best view. A; =
viewpoint for the unexplored part of the scene. The alf; _, | J {p;}:

gorithm stoppes when the quality of the set surpasses

the desirable level of the comprehension. Q (Mi_1 U {2%}) = max Q(M;_, U{p}),

4.2 Observation quality for a set of views 4.3 Dynamic exploration

Let us suppose that the scefleconsists of separatedThe next question is: if there are two viewpoints and
meshes{w,...,wn,}. The sets of vertice$” and the camera has to move from one to another, which
N path is to be chosen? A naive answer is to connect the
k=1 viewpoints with the shortest path (geodesic line). But
w(wr = 0. For each viewpoinp of the discrete it does not guarantee that the path consists of good
sphereP the set of visible verticeB (p) C V is given. viewpoints. Let us consider factors influencing the
Now let us extend the definition given by equaguality of a film.
tion (1) and define the quality of a set of views (pho- We suppose that the resulting distance function is
tos). Let us suppose we have selected a set of vighe superposition of different costs and discounts. First
points P, from the all possible camera positiods of all, one must take into account the cost of moving
Each objectv of the scene may be visible from multic,, the camera from one point to another (proportional
ple viewpoints, so it is necessary to determine its vise the Euclidian distance). The cost of camera turns
ble partfdp, .. may be discarded as the camera moves are restricted
Let us denote the curvature in a vertexc V as to the sphere.
C(v) and the total curvature of a medh C V as  Now let us introduce the discount, that forces
C(V1) = Y. C(v). Then for a given object its visi- the camera to pass via “good” viewpoints. The main

VEVY . idea is to make the distances vary inversely to the
ble fractiondp, ., equals to the curvature of visible part.

divided by the rotal  the obiect ¢ viewpoint qualities. For example, it can be done in
Ivided by the to ac(“?}é;v?‘i“:)e ot Ihe objects sUMaCte following way: if two viewpointsp; and p, are
Thereforefp, .. = =2, V(P) = U V(p).
peP;

nag
viewpoints P are provided.V = | w;,

Clw adjacent in a sphere tessellation, then the new dis-

Of course, we suppose here that all the object§ intance betweem; and p; g»( c;alcggla;ted with the for-
have non-zero curvatures. mula: cq(p1,p2) = 1 — 555503 This empiric
. . pEP
Once we have determined which parts of every ogrmula augments displacement costs between “bad”

jeCt are visible from our set of VieWpOinR;, the qual‘ Viewpoints and reduces near “good" ones.
ity equation remains the same: Thus, the resulting distance function between two

1 adjacent viewpoints is:

Puw

Qu(PLCP) =) qlw) ————0p 0. .

we P T epl’w 1 dphpz = Cm(p1>p2) + Cq(plap2)~ (2)
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Figuresl6 and7 illustrate the idea. It is easy to Now we can compute a broken line as the camera
see that the camera trajectory presented at fig(s} trajectory. However, brusque change of direction in
brings to a user more information than the shortest omertices of the line may be disattracting. The simple

solution is to calculate a spline with the line vertices

@ %880000 B as control points.
@ OOOOOOO 4.4 Exploration examples

Figures8 and9 show camera trajectories for the Utah
teapot model. The first one is obtained by applying
the incremental technique with the viewpoint entropy

Figure 6: The reason to change the metric. The Cigs the quality heuristic, and the second one is obtained
cles represent viewpoints: larger circles denote betgrour method.

viewpoints. The solid line shows the geodesic line be-
tween viewpoints A and B, the dashed line shows the

. . . 1
shortest path according to the new metric. It is clear
that sometimes it would be better to increase the lengt
of the walk-trough in order to better inspect certain
places.

(@) Shortest line connecting) Shortest line with respect
two viewpoints. to the viewpoint qualities.
Figure 8: The exploration trajectory for the Utah

Figure 7:The trajectories between two selected poirtgapot model. The trajectory is computed by the in-
on the surface of the surrounding sphere. cremental method using the viewpoint entropy as the
quality heuristic. Images are taken consequently from
Now, having defined the metric and having founithe “movie”. The first one is the best viewpoint.
the set of viewpoints, we would like to determine a
trajectory of the camera. It is not hard to construct aBoth of them show 100% of the surface of the teapot
complete graph of distancés = (M, E'), where the model. The new method could give brusque changes
weight of an arqvy,v2) € E is equal to the metric of the trajectory, and the old one is free of this disad-
between the viewpoints; andwvs (equation ). vantage. A simple way to smooth the trajectory is to
Now the trajectory could be computed as the shoeenstructa NURBS curve. Control points for the curve
est Hamiltonian path (or circuit, if we would like toare to be taken from the approximation of the mini-
return the camera to initial point). The problem is alsnal set of viewpoints, and its order is to be defined by
known as thdravelling salesman probleifT SP). Un- solving the TSP task. The new technique gives signif-
fortunately, the TSP problem is NP-complete evenidfantly shorter trajectories, and this advantage is very
we require that the cost function satisfies the triangteportant.
inequality. But there exist good approximation algo- The next example of the new method application is
rithms to solve the problem. Moreover, oftely| is shown at figurd0. This model is very good for testing
rather small, and the problem in such a case coulddégloration techniques, it represents six objects im-
solved even by the brute-force algorithm in real-timguosed into holes on the sphere, and the explorer should
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Figure 9: The exploration trajectory for the UtatFigure 10: The exploration trajectory for the sphere
teapot model, obtained with the new technique. IWith several embedded objects. Images are taken con-
ages are taken consequently from the “movie”. Blagkquently from the “movie”, black knots are the con-
knots are the control points of the trajectory, i.e. arpl points of the trajectory.

approximation of the minimal set of viewpoints suffi-
cient to see all the surface of the teapot model.

not miss them. None of the previously proposed meth-
ods can properly observe this model. All of them, hav-
ing found an embedded object, are confused in choos-
ing the next direction of movement. This happens be-
cause of missing information about unexplored areas.
On the contrary, the new method operates with the an-
alytic visibility, allowing to determine where some un-
explored areas rest.

5 Semantic distance

As we have mentioned above, it would be very helpful
if a semantic 3D model could be used instead of struc-
tureless collection of polygons. Let us consider an ex-
ample (see figur#l). Figurell(a)shows a scene with
two churches. There are three manually fixed view-
points. The dashed line is the trajectory, obtained by
the above method of exploration, adapted to indoor ex-
plorations. The exploration is started at the viewpoint (b)

1. It is easy to see that the camera turns aside from

the big church in the viewpoint 2 and then reverts bafigure 11:Two different trajectories(a) During tra-
again. The trajectory is very short and smooth, but tHg"sal from the point 1 to 3 the camera turns aside from
exploration is confusing for the user. the big church and then reverts back agaih) The

Figure11(b)shows another trajectory, where the e£@Mera turns aside from the big church only when its
ploration starts in the viewpoint 1, passes via 3 afigPloration is complete.
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terminates in the point 2. The camera turns aside frenand ¢ are the source and the sink with unbounded
the big church only when its exploration is completsupply and demand, respectively. Let us denote the
Despite the increased length of the trajectory, the eapacity of ancy-cut (z,y € C) ascut(x,y) and the
ploration is more cleatr. capacity ofry-mincut asmin cut(z,y). Then the se-
Thus, we postulate that the above method of autnantic distance can be defined as follows:
matic exploration could be improved by regrouping
the control frames in dependence mtativenessof D(s,t) = ;
information they show. In other words, if two frames min cut(s, t)

show the same object, they are to be consequent in the o ]
final animation. For continuity reasons we defife(z,z) = 0 Vz €

The relativeness (or semantic distance) can be 't IS €asy to see that equatic8) defines a metric

, . . 4
defined in many ways. For example, Foo et 4 C x C_—> R : o
in [FGRT9Y define a semantic distance in concep- NOW, having defined the semantic distance between

tual graphs based on Sowa’s definition. Zhong et 80 objects, we can introduce the semantic distance

in [ZZLY02] propose an algorithm to measure the siR€tween two “photos”. More strictly, if one “photo”
ilarity between two conceptual graphs. shows a set of objectd C C and another shows a

In our work we use semantic networks. An exEet Of objectsB € C, one can define the similarity
ample of such a network is given at figutg. The distance between the sets as follows:

®3)

School ( b)ZA BD(az‘abj)
i,05)€AX
D(A, B) = =
|Al - | B
I'mpressionism Renaissance The distance between sets is also a metric.

Now let us show how the metric could be used in
Monet Van Gogh Da Vinei  unknown SCENE exploration. In the previous section we have
constructed a complete weighted gra@gh We rede-
I ‘ fine the travelling cost between two “photos” as the
M, vGp1 vGpe dV, dVi Unk;s length of the shortest path (equati@))(between them
plus the semantic distance between the “photos”
Figurel3(a)presents the shortest exploration trajec-
tory for a small virtual museum we presented above.
The corresponding semantic network is shown in fig-

Figure 12:The semantic network example for a virtuaf"® 12 The exploration starts from the Van Gogh

museum. Importances of relationships are denotedpl\%nt'?g @Gpi)’ Epﬁn COTeS tpa \t/mC' .paltntlngfyp, :
thickness of lines. net (M;) etc. The exploration terminates after vis-

iting the second painting of Van GoghGpz2).

figure shows a semantic network for a small vir- It is clear that the order is not good. For example,
tual museum, which contains paintings by Van Godhhis better to observe creations of one author conse-
(vGp1, vGp2), Monet (M,), Da Vinci (dV,) and quently. A trajectory, obtained with respect to the se-
two sculptures by Da Vincid V) and unknown sculp- mantic network is shown at figuig3(b. The cam-
tor (Unks). Importances of relationships are denoteta starts with two paintings by Van GoghGp1,
by thickness of lines. Thus, the information tidt, vGpz2), continues with MonetNIy,), then shows the
is created by Claude Monet is more important than thainting by Da Vinci V), passes to the sculpture
information thatM,, is a painting. by Da Vinci (dV) and terminates with the sculpture

In order to measure semantic distance between taypounknown authorUnks).
objectss andt, we transform the semantic network to It is easy to see that the second trajectory is more
an undirected flow networks = (C, E¢). EdgesE: logical than the first one. The trajectory does not inter-
correspond to relationships between concépa$the rupt exploration of items by the same author and the
semantic network, capacitiég, j) > 0V(i,j) € Ec camera passes to the renaissance items only when all
are to be set according to the relationship importanctee impressionists paintings are explored.

painting sculpture
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Semantic networks promise to be a rich area for

Clav, Clav, - S
H T M"H H M"H further research. We are currently defining similarity
d{,\ ' s ) d\‘[ : Y measure between objects, but it should be possible to
p O K ’—___¢ RN :. /.’ B . el . . -
WO ok, i Unk, extend the definitions taking into account user pref

v erences. It will also be an interesting exercise to use
’ P machine learning techniques to take into account im-
. plicit user preferences. Different people have different
%val vazf %'val vazf tastes, and artificial intelligence techniques could help
to handle some uncertainties. Probably, it would be
(@ (b) .
possible to create for each user a database of prefer-

Figure 13: The virtual museum exploration trajecto®nCes to improve exploration of further scenes.

ries. (a) The shortest trajectoryb) The shortest tra-

jectory with respect to the semantic network shown at
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