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Abstract

Physical models have always been used in the field of
molecular science as an understandable representation
of complex molecules, particularly in chemistry. Even
if physical models were recently completed by numer-
ical in silico molecular visualizations which offer a
wide range of molecular representations and rendering
features, they are still involved in research work and
teaching, because they are more suitable than virtual
objects for manipulating and building molecular struc-
tures. In this paper, we present a markerless tracking
method to construct a molecular virtual representation
from a flexible and modular physical model. Our ap-
proach is based on a single RGB camera to reconstruct
the physical model in interactive time in order to use
it as a tangible interface, and thus benefits from both
physical and virtual representations. This method was
designed to require only a light virtual and augmented
reality hardware setup, such as a smartphone or HMD
& mounted camera, providing a markerless molecu-

Digital Peer Publishing Licence

Any party may pass on this Work by electronic
means and make it available for download under
the terms and conditions of the current version
of the Digital Peer Publishing Licence (DPPL).
The text of the licence may be accessed and
retrieved via Internet at
http://www.dipp.nrw.de/.

First presented at the International Conference EuroVR2016
European Association for Virtual Reality and Augmented Reality,
extended and revised for JVRB

lar tangible interface suitable for a classroom context
or a classical biochemistry researcher desktop. The
approach proposes a fast image processing algorithm
based on color blob detection to extract 2D atom posi-
tions of a user-defined conformation in each frame of
a video. A tracking algorithm recovers a set of 2D pro-
jected atom positions as an input of the 3D reconstruc-
tion stage, based on a Structure From Motion method.
We tuned this method to robustly process a few key
feature points and combine them within a global point
cloud. Biological knowledge drives the final recon-
struction, filling missing atoms to obtain the desired
molecular conformation.

Keywords: Molecular Tangible Interface, Physical
model (Peppytide), Structure from Motion, Markerless
Tracking.

1 Introduction

Physical models have long been used to represent
molecules and give a better perception of complex
molecular structures like DNA and proteins. The
first physical model by Pauling and Corey [CP53]
was static but scaled. Early physical models also
contributed to study important molecular structures
[Hod49] (Figure|T)).

It was only recently that flexibility, an important
characteristic of the protein dynamic, has been in-
troduced in physical molecular models. Peppytide
[CZ13] is a flexible, foldable, 3D-printed molecular
model including magnets, able to accurately reproduce
important features of the polypeptide chains such as
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Figure 1: Hodgkin physical models of penicillin with
patterns casted by X-rays (a) in 1953 and (b) in 1959.

bond lengths and angles between atoms. The rota-
tional barriers within the protein backbone and a long-
range energy is approximated thanks to magnets. This
allows to create the hydrogen bonds inside the back-
bone which are needed for proteins to fold in sec-
ondary structures, mainly «-helix and [3-sheet (Fig-
ure [2)).

Moreover, the modularity of this model makes it an
interesting tool for teaching biochemistry and protein
folding concepts, two important basis of molecular bi-
ology courses.

While visualization software tools provide a
wide range of dynamic and customizable 3D
representations aiding the understanding of the
bio-macromolecular complexity
ILTST13], physical models are still actively used as a
research and teaching tool in the biochemistry field.
Indeed the interaction with computer molecular mod-
els are usually performed with a 2D input device and
require some form of manipulation metaphor. Notice-
able work has been carried out in haptic manipulation
of molecules in a virtual world [[Sto01], but
it usually requires an expensive setup. Also, some
manipulation issues explain why this approach is not
widely adopted for teaching or research purposes: the
interaction volume is restrained.

Physical and virtual molecular models are comple-
mentary in terms of interaction, manipulation and ren-
dering, but only a few solutions combine the two rep-
resentations. To assist the teaching of biochemistry
and help researchers to study molecular processes, a
molecular physical model steering a virtual represen-
tation would be an interesting asset. Thanks to the re-
sulting tangible interface, the researcher would gain a
direct interaction with the molecule and benefit from
various pieces of information attached to the virtual
representation.

©

Figure 2: Peppytide molecular flexible and modular
model folded as (a) a-helix and as (b) S-sheet. The
Peppytide model is made of amide pieces (in black)
linked by an alpha carbon part (in white). The red and
blue parts are one of the 20 different side chains of
proteins. We built and painted a custom colored model
(c) for RGB tracking purpose.

Olson et al. [[GSSOO03] address this issue with
a static tracker-based tangible interface, augmented
with relevant molecular information. Although track-
ers present different benefits (accurate tracking, in-
expensive setup), they also present some significant
drawbacks. The trackers occupy a significant physical
space that breaks the physical molecular representa-
tion. Moreover, markers are not suited for flexible and
modular models, especially during building and ma-
nipulation, because of possible hand occlusions (Fig-
ure3).

Recently, a notable progress has been made in char-
acter animation [JPG™14] where pluggable parts with
embedded sensors are linked to each other to drive the
behaviour of a virtual animated character (Figure [).
Thanks to these sensors, the movements of the physi-
cal parts are accurately reproduced in the virtual world
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Figure 3: 3D-printed molecular model with mark-
ers to add information via augmentation (from

[GSSQ03]).

Figure 4: Modular tangible input device for charac-
ter animation (from [JPGT14]]). With its embedded
sensors, this physical prop is used to precisely drive a
virtual object.

and occlusion issues are alleviated. However, this re-
quires a significant electronic system with a power
supply and connectors between parts. Even if a bat-
tery could power each module, a major miniaturization
effort would be necessary to fit all the necessary elec-
tronic parts inside a small modular physical model.

A markerless tracking method combined with a
full numerical reconstruction would avoid these draw-
backs and gain the realistic flexibility of a modular and
foldable physical model.

We thus introduce an original and lightweight mark-
erless tracking method to reconstruct a 3D, flexible,
modular molecular physical model using a single RGB
camera (Figure [5).

2 Overview of the proposed ap-
proach

From a colored physical model in a given conforma-
tion, the first stage of this method is a fast image pro-
cessing algorithm that extracts 2D positions of atoms,
coupled with a tracking algorithm to associate them
throughout the frames of a video input stream. Be-
cause tracking all the atoms in all the frames is unreal-
istic, the result of this stage is a series of incomplete
tracking in video sub-sequences. A Structure From

Motion (SFM) method was designed and tuned to pro-
cess the sparse but robust 2D feature points tracked
in the previous stage, providing a set of partial point
clouds. A merging algorithm based on atom colors is
then applied to combine all the partial points clouds
into a single, coherent one. Eventually biological
knowledge is exploited to complete the 3D reconstruc-
tion and to obtain the final peptide conformation.

2.1 Tracking from a single RGB video

The challenge is to track a modular model with a single
RGB camera without using trackers. Thus the input
consists in a color video stream processed in interac-
tive time.

The stream is expected to contain a set of continu-
ous viewpoints of a colored Peppytide model in a fixed
conformation. The Peppytide model does not specifi-
cally define atom colors so we simplified the image
processing step by assigning a color scheme, based
on the commonly used Pymol color scheme [Schi§].
The only modification made was to paint the hydrogen
atoms using yellow to be readily tracked.

Firstly, in order to separate colors and be less sen-
sitive to brightness variations, each frame of the video
is processed in the HSV (Hue-Saturation-Value) color
space. A mask for each color is created and can be pro-
cessed independently from the others. As only a small
number of atom types are represented in proteins, there
is no color ambiguity and they all can be processed in
parallel.

As a pre-processing step, noise removal with clas-
sical erosion and dilation morphological operations is
applied. A Gaussian blur is used to enhance the Suzuki
border following detection algorithm.

Finally, an iterative minimal enclosing circle algo-
rithm is applied on each border, computing a 2D circle
position, a projected radius and the nature (color) of
each visible atom. These circles are then filtered by a
radius and color thresholds to remove remaining arti-
facts.

These thresholds can be passed as parameters of
the program or can be set by asking the user to in-
teractively select an atom of each color in a frame
of the video to tune them with the user model. The
method was implemented in C++ using the OpenCV
2.4.10 library for the image processing part. Using
the GPGPU implementations of some OpenCV algo-
rithms and rewritting the HSV range selection algo-
rithm in CUDA allowed us to run the image processing
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Figure 5: Pipeline of the proposed approach (cf. Section .
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Figure 6: Sample of an execution showing the num-
ber of detected atom blobs by frame. As the model is
rotating some atoms are lost, while others appear.

2.2 2D atomic positions tracking along
frames

One of the key step of this approach is the association
of the 2D atom center feature points coming from the
processing of each image of the video. The goal is to
minimize the number of incorrect associations which
are highly penalizing the subsequent Structure From
Motion step. The number of feature points detected in

each frame drops when the physical model is viewed
under an unfavorable angle (Figure[6)). This expected
behavior will severely impact the tracking algorithm as
a lot of information is lost during these critical frames.
Unlike usual reconstruction methods based on stan-
dard tracking algorithms, there is no way to keep track
of some points to get a continuous association between
points of the previous frames and new ones.

Consequently, the input video is cut into shorter
sub-sequences, the cuts intervening when the number
of atoms tracked in the range falls below a threshold.
This value is directly linked to the minimum number
of points needed to perform the SFM step.

Starting from the first frame, each atom is compared
with same color atoms of the next frame using the ra-
dius variation and the position variation. From the
second to the last frame, no new atom is created to
increase the robustness of the tracking, which means
that the number of points tracked in the video will de-
crease from beginning to end. This is done to identify
ranges of frames in which the number of tracked points
is nearly constant therefore to obtain a reconstruction
of a part of the protein. The idea is to complete and
merge parts using biochemical knowledge in a forth-
coming step.

Note that the final number of atoms depends on the
number of identified atoms of the first frame. Thus it
is best to choose the frame with the maximum number
of identified atoms in the video.
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A backtracking step is performed to find atoms that
have been missed in a frame or more: for each
frame, atoms are compared with the last N frames with
slightly increased radius and motion thresholds.

2.3 Incremental Structure from Motion

For each range of frames determined during the track-
ing step, a number of atoms (consisting in sets of 2D
points with associated color codes) are tracked from
the beginning to the end of the range. The Structure
From Motion (SFM) method takes these 2D points as
inputs and outputs a 3D point cloud (Figure[7).

The SFM method relies on the epipolar geometry

to compute the depth of object points. Epipolar ge-
ometry defines the relation between two frames, taken
from different point of views, that links the position
and orientation of the camera, usually using a Pinhole
camera model (perspective projection).
In Figure (7] the point A is projected on a1 on the im-
age I; of Camera; and on as on the image I» of
Cameray. Epipoles e; and ey are the projections of
the camera center on the image plane of the other cam-
era. Epipolar lines are the lines that link the projec-
tions of 3D object points to the epipole (e; to a; and
ez to ag, in dark blue), they give the association be-
tween projected points of different cameras. With this
information, the fundamental matrix can be computed
to obtain an algebraic form of the epipolar constraints.
Thanks to the fundamental matrix, the position and
the pose of each camera can be computed besides the
depth of the object 2D points.

Even if the SFM method can reconstruct as few as
4 points in a 3 viewpoints set [UII79], the usual setup
makes use of numerous feature points with algorithms
like SURF [BTGO6] or ORB [RRKBI11]].

Feature points extraction is not well suited in our
case as it does not focus on valuable information of
the physical models but instead on details like specu-
larities and shadows (Figure [8). Moreover, the main
information to be extracted from each frame is the po-
sition of each atom center and not the general shape of
the protein.

In our method, only a few feature points can be re-
liably extracted from the video, so the SFM method
is modified accordingly. The baseline triangulation is
chosen between two frames separated by a fixed num-
ber of frames, chosen to be a 5 frames interval in the
same sub-range.

If the fundamental matrix computation (obtained

with the 8 points algorithm [Har97] proposed in
OpenCV) returns an acceptable result, 2D points are
triangulated. The mean re-projection error - that is
the mean difference in position between the projected
points and the 2D input points - is used as the decisive
value.

The quality of the baseline triangulation will signif-
icantly affect the final reconstruction as every frame
will modify and possibly add some points to the base-
line point cloud. This iterative step is using every
frame of the range, estimating a pose of the camera,
triangulating and adding some points if not present in
the point cloud.

The final standard bundle adjustment (BA) step is
performed every time a frame is used to refine the
point cloud. It consists of a minimization of the re-
projection error by slightly changing the 3D points and
optionally the camera matrices. The SSBA library was
used to compute the bundle adjustment step [Zac14].

2.4 Color-based merging of 3D point clouds

The point clouds emanating from the SFM frame
ranges do not always share common atoms that could
be used to compute a unique transformation and a uni-
fied set of points. When two point clouds describe dif-
ferent parts of the model, they have to be assembled
into one and the classical approach is to use the It-
erative Closest Point algorithm (ICP) [BM92]. Like
SFM, a large set of points is expected in the usual ap-
plication of the ICP method and the two point clouds
generally overlap significantly. In our approach, the
point clouds are sparse and poorly overlap, but color
information can help overcome this problem.

The proposed algorithm takes the two point clouds
(each point with a given color) and a set of overlap-
ping points, if they have been identified. The two
point clouds are expected to have the same scale. If no
corresponding points have been identified, the proce-
dure searches for some with the following algorithm:
for each couple of points of the first point cloud (pc;)
search a similar duet with the same colors in the sec-
ond point cloud (pcs) according to a distance criterion.
For each found duet of pc;, add a new point not in
the duet to form a triplet and look for a similar triplet
in pcy. Finally, evaluate the best rigid transformation
with a classical SVD method and score all the solu-
tions based on the number of points of pc; with the
same color and approximate position as pcs points.

If one or two overlapping points are available, the
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Figure 7: As explained in [THWSI0], using the pinhole camera assumption, the point A is projected on the
image plane of the camera C'amera; and Cameras. The information that a; in the frame 1 corresponds to ao
in the frame 2 allows to project these points during the SFM. Although the projection lines should intersect at
A in theory, in practice the lines do not cross. Using the epipolar geometry, the points have to be triangulated

to get an approximation of A.

Figure 8: OpenCV ORB feature points matching be-
tween two frames of a video of the moving physi-
cal model. Specularities, shadows and links between
atoms are the only points tracked. Moreover, points
are not uniformly distributed over the protein.

approach consists in minimizing a function that is min-
imum when all the pc; points overlap pco points, as a
function of the rigid transformation between the two
sets. A simple sampling of the initial pose is used to
avoid local minima.

Obviously, the more information available to the al-
gorithm, the more accurate the merged point cloud will
be.

2.5 Biochemical knowledge constraints

Once the point clouds have been merged into one,
some atoms of the protein are still missing because
of several types of occlusions (e.g. self occlusions or

hand occlusions) during the manipulation. Tracking
errors are also possible, resulting in points being re-
jected during the SFM stage. To solve this issue and
because biochemistry constrains the system, biochem-
ical knowledge can help remove some uncertainties
about missing atom positions.

The first step is to identify complete or partial model
parts in the point cloud based on angles between points
of the part. Amide parts, one of the two main parts
of the physical model, are composed of 4 atoms. We
propose to use angles between three atoms of the same
part and compare them to known possible values. The
intrinsic scale factor of the model is also deduced from
this information as a mean of the scale factor of the
different amide parts identified.

Proteins are composed of amino-acids that are rep-
resented as a group of 4 parts in the Peppytide model:
2 amide parts linked by the alpha-carbon piece in the
middle, holding the lateral chain part (Figure [0). As
the protein is a chain of amino-acids, there is an order
of each group of parts composing the chain. The sec-
ond step consists in deducing the order of the identified
pieces in the point cloud. It is done by comparing the
distance between parts and deducing if the parts can
be consecutive or are too far away to be linked. Max-
imum and minimum distances between amide parts
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were computed beforehand using the numerical Pep-
pytide model. If enough parts are identified and with
the sequence computed, it is then possible to deduce
the total number of amino acids of the peptide (i.e. the
number of Peppytide parts) and therefore we can de-
duce the number of missing parts in the point cloud.

In a third step, because the Peppytide mechanical
properties are available, a virtual reconstruction of the
molecule is created based on the number of amino
acids previously obtained with the deduced scale fac-
tor. Using a physical engine, attractive forces are ap-
plied between the associated parts in the point cloud
and the virtual model. The mechanical constraints
stored inside the virtual representation of Peppytide
(including collisions and hinge constraints between
rigid bodies) realistically drive the virtual model inside
the point cloud and give a final reconstructed structure
of the peptide. As parts are attracted to an ideal po-
sition, this step can be seen as a minimization with
physical constraints given by the Peppytide model.
This step was implemented in the Unity3D game en-
gine. The numerical model was created with its me-
chanical properties in Unity, benefiting from the built-
in PhysX physical engine.

2.6 Evaluation

Some form of ground-truth measurement of the ob-
served model is necessary for the evaluation of the
reconstructed molecule. Even with a 3D-scanner, ex-
tracting 3D atom positions from the real world is a dif-
ficult task.

We propose a way to obtain an approximation of the
reference structure using the ¢ and v angles given
by magnet positions. In proteins, these dihedral an-
gles define the backbone conformation and, in the Pep-
pytide model, magnets are placed to reproduce several
average protein conformations of known protein struc-
tures.

The Peppytide model defines two magnet configura-
tions for the 1) angle and four for the ¢ angle. Knowing
magnet conformations implies knowing every ¢ and ¢
angles of the peptide. As the model is made of articu-
lated rigid parts, we can compute every atom position
except for the lateral chains.

A virtual representation of the reference structure
can then be created and compared with the proposed
solution. Once the reconstructed structure is converted
in Angstrom using the Peppytide scale factor, we com-
pute a classical measure in structural biology called

Ph

(a)

Amide
nitrogen

Alpha
carbon

(b)

Figure 9: (a) Numerical representation of Peppytide
with Psi angle in black and Phi angle in gray. (b) Mag-
net configurations in the Peppytide model give specific
Phi and Psi angles.

RMSD (Root-Mean-Square Deviation) to give an idea
of the differences between the proposed solution and
the reference structure.

For each amino acid in the Peppytide model there
are 8 (¢/1)) angle couples. For 5 amino acids, there
are therefore 8% = 32768 (¢/1)) angle couples. As this
evaluation method contains manual steps (assembling
the peptide, identifying the ¢ and 1) angles for each
amino acid and filming the video), it is not possible to
test such a large set of conformations. We focused on
testing three common secondary structure conforma-
tions: one (3-sheet, an unfolded structure with 5 amino
acids, one highly compact a-helix of 6 amino acids
and one moderately compact conformation (5 amino
acids).

2.6.1 Unfolded structure

The best-case scenario for our technique is an unfolded
structure where every atom is clearly visible and easy
to track. One strand of a -sheet structure, a common
conformation in proteins, corresponds to this unfolded
state. As expected, applying our method to a video of
a 5-amino-acid peptide in this conformation leads to a
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full reconstruction in the end. 11 atoms of the intial
30 atoms are missing, in the unique point cloud output
(Figure [TOD) but it is sufficient to identify the number
of amino acids and fill the missing atoms thanks to bio-
chemical knowledge (Figure[I0c). The alignment with
a reference structure gives a 0.889A RMSD in this
example (Figure [T0d). The scale factor of Peppytide
parts is 14 = 0.368” = 9.35mm, the error relative to
the physical model dimensions is about 8.3mm.

(a)

g

@

(b)
(©
d

)

Figure 10: (a) Input video frame of the 5-amino-acid
[B-sheet peptide without lateral chains. (b) One out-
put point cloud after the SFM step. (c) Full biologi-
cal knowledge-driven reconstruction, the correct num-
ber of amino acids leads to the same atom count. (d)
Reference structure in gray is aligned with the recon-
structed structure with a RMSD of 0.889A.

2.6.2 Moderately compact structure

We created a more compact structure to test the
method on an occluded structure in which some atoms
are hidden (Figure [1Ta)).

(©

Figure 11: (a) Input video frame of the 5 amino
acid peptide with lateral chains. (b) One output point
cloud after the SFM step.(c) Full biological knowledge
driven reconstruction.

On the initial 50 atoms, only 16 valid points are tri-
angulated in this point cloud, then processed to give
a full reconstruction. The RMSD value of the atom
backbones in the example presented in Figure is
1.07A that is 10mm in world space dimensions. All
atoms have been reconstructed but only two amide
parts are misplaced, inducing wrong ¢ and/or ) an-
gles. As expected, parts with less information in the
point cloud tend to induce atom misplacement in the
reconstruction even if the final 3D reconstruction re-
mains chemically correct thanks to Peppytide proper-
ties.

The RMSD is prone to accentuate small dissimilari-
ties. That is the reason why the world space translated
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error of 10mm is high. The error is distributed over
all the alignment.

2.6.3 Highly compact structure

Finally, our method was applied on a highly compact
structure that is biologically relevant, an a-helix of 6
amino acids (Figure [I2a)). This structure is challeng-
ing for our approach because most of the atoms are oc-
cluding others, so that the image processing step will
not capture all the important parts of the peptide. A
point cloud is indeed generated (Figure [I2b) but the
noise inducing position fluctuations and the absence
of important atoms do not allow to obtain the correct
number of amino acids nor the sequence of parts in the
peptide chain.

(b)

Figure 12: (a) Input video frame of a 6-amino-acid a-
helix peptide without lateral chains. (b) One output
point cloud after the SFM step.

2.7 Application to a different physical model:
MolyMod

MolyMod is a physical model used to teach chem-
istry. Applying our method to this model is straight-
forward. Green spheres were used to represent hy-
drogens to optimize the tracking step. As the atoms
are distant from each other, the color-based tracking

correctly gives 2D positions in nearly all frames (Fig-
ure[I3)) and the SFM step usually outputs a single point
cloud. The Figure[T4]shows an example of the applica-
tion of the method on a thymine DNA base containing
15 atoms, 13 of which are reconstructed in this exam-
ple. In a similar way as it was done with Peppytide,
chemical knowledge could be used to recover the 2
missing atoms, to further precise the atom positions
and obtain a full 3D point cloud.

MolyMod tracking example
Number of identified atoms in each frame
16

15

14

Identified atom count

13

12
0 20 40 60 80 100 120 140

Frame number

Figure 13: The number of tracked atoms in each frame
of a video of a thymine (15 atoms) using the MolyMod
physical model shows that it is robustly tracked using
our image processing step, all atoms can be identified
and few artifacts are present (more than 15 atoms).

3 Discussion

For now, our method can reconstruct a small protein
from its static physical model. This is only the first
step towards markerless tracking of molecular tangi-
ble interfaces, the next one being to reconstruct a mov-
ing flexible model manipulated in interactive time. In
accordance with the weight and size of the physical
model, the proposed approach is also limited to small
peptide reconstruction.

Applying the method to another physical model
named MolyMod, which is largely used to teach chem-
istry, showed that this approach is relevant for other
models and can lead to direct applications addressing
education challenges to effectively teach chemistry us-
ing augmented reality and physical models [Che06].
An experiment is being conducted within a serious
game setup: the student has to physically create a
molecule and verify that it was built correctly by sim-
ply shooting a video of the molecular model with a
smartphone. The tracking of chemistry-oriented phys-
ical models is less challenging because, most of the
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(b)

Figure 14: (a) Frame of the input video of the Moly-
Mod physical model assembled as a thymine, the DNA
base with green atoms as hydrogen. (b) Point cloud
output of the method with hydrogen being colored in
white. Only 2 carbon atoms are missing in the recon-
struction and can be restored using chemical knowl-
edge.

time, all atoms are separated and do not occlude one
another.

Nevertheless, reconstructing a highly self-occluded
and hand-occluded physical model can be trouble-
some. That is why a mixed approach with Hall-effect
rotation sensors is being investigated to solve this is-
sue. As the model is highly modular and because the
interface should be easy to setup, we believe it should
be wireless. By slightly increasing the scale of the
Peppytide model, one could fit a small battery inside
each part. If needed, a connector could replace the
screw-based links to carry information and power. A
small chip could provide the wireless connection to
send rotation data to the computer. Image processing
steps are still required in an augmented reality con-
text to obtain the translations and augment the physi-
cal model even if an accelerometer is embedded. Al-
though this would be pricier and harder to build, the
accuracy of this tangible interface would open a wider
range of application, especially in the research field.

On the other hand, preliminary tests have been con-

ducted using a stereo camera or a RGB-D camera in-
stead of a single RGB camera to get an instant ac-
curate approximation of the depth of each pixel. As
depth sensors tend to be integrated in smartphone cam-
eras (as in Tango project by Google for instance),
these devices should increase the reconstruction ac-
curacy without implying a heavier setup. Apart from
the depth sensor range not matching our small object
sizes and infrared light being poorly reflected by the
spheres, the registration algorithms to reconstruct a
point cloud fail to identify the same points in differ-
ent view points leading to an accumulation of noise
at this point (Figure [I5)). This observation was valid
for both Tango phone depth sensor (a Lenovo Phab 2
Pro device in our case) and a higher quality SR300
RealSense camera. Nevertheless, using a depth sen-
sor can improve camera tracking and 3D reconstruc-
tion in several ways. Firstly, it can be used to distin-
guish color blobs merged together in 2D but with dif-
ferent depths, an important feature when reconstruct-
ing larger or packed molecules. Secondly, having an
approximation of the depth for each identified atom in
2D could set the confidence interval for the estimated
depth during the SFM step.
Thirdly, considering that raw depth maps can provide
high-quality depth values (see Figure [I5a), by using
2D atom matching between frames, we could obtain a
precise estimation of the depth of each identified atom
in every frame and compute a mean of these values
by frame sampling. This option presents the benefit of
being computationally light and does not require SFM
nor ICP computations.

4 Conclusion

We proposed a markerless tracking approach using a
single RGB video stream to reconstruct digital rep-
resentations of tangible molecular interfaces based on
the Peppytide model. The physical model was tracked
using an image processing pipeline built with standard
tools available in the OpenCV library. In addition,
a fast SFM method was especially implemented and
tuned to deal with reduced sets of points and designed
for low computational resources. To achieve this pro-
cess, biochemical knowledge was used to make further
assumptions about the molecular structure and recover
missing atom positions. This drives the final recon-
struction stage to obtain a chemically relevant struc-
ture.
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(b)
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Figure 15: Different 3D scans using (a) & (b) a Tango
phone and (c) an Intel RealSense camera. (a) A quick
scan without moving around the molecule shows that
the depth data are usable even for small objects. (b)
The registration algorithm fails to associate points in
different points of view. (c) The RealSense SDK pro-
vides a mesh of the scanned object but similarly, 3D
points are poorly registered.

Furthermore, we are currently working on a mixed
reality application of our approach in a biochemistry
teaching context. Indeed, as the method does not re-
quire a restrictive setup and could use a single RGB
webcam or a smartphone camera, the virtual recon-
struction of this molecular model is widely accessible,
targeting both researchers and teachers. We are thus
currently performing an evaluation of the added value
of our approach for teaching biochemistry, and we
plan to assist researchers by providing tools based on
tangible interfaces to interact with a numerical molec-
ular simulation.

Besides, we propose several ways to improve 3D

reconstruction of flexible and modular physical mod-
els with RGB-D cameras or embedded sensors, to go
towards dynamic tangible interfaces and manipulate
complex objects in VR & AR contexts.
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