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Abstract

While navigation systems for cars are in widespread
use, only recently, indoor navigation systems based on
smartphone apps became technically feasible. Hence
tools in order to plan and evaluate particular designs
of information provision are needed. Since tests in
real infrastructures are costly and environmental con-
ditions cannot be held constant, one must resort to vir-
tual infrastructures. This paper presents the develop-
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ment of an environment for the support of the design
of indoor navigation systems whose center piece con-
sists in a hands-free navigation method using the Mi-
crosoft Kinect in the four-sided Definitely Affordable
Virtual Environment (DAVE). Navigation controls us-
ing the user’s gestures and postures as the input to the
controls are designed and implemented. The installa-
tion of expensive and bulky hardware like treadmills is
avoided while still giving the user a good impression
of the distance she has traveled in virtual space. An
advantage in comparison to approaches using a head
mounted display is that the DAVE allows the users to
interact with their smartphone. Thus the effects of dif-
ferent indoor navigation systems can be evaluated al-
ready in the planning phase using the resulting system.
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1 Introduction

Transportation hubs such as airports, train stations and
other junctions of mass public transport become in-
creasingly complex, potentially posing obstacles for
the orientation of passengers. In particular older peo-
ple as well as people with mobility restrictions rely
on timely and effective provision of information in or-
der to find their way easily and not incur unnecessary
delays. They also have special requirements that typi-
cally are not in the main focus of static route guidance
measures such as signage.

Increasingly, this information provision is accom-
plished using indoor navigation systems realized using
smartphones to complement the static guidance sys-
tems. A testimony in this respect is the inclusion of
indoor navigation in Google Maps 6.0 [Vol14]. While
the use of smartphones for indoor navigation is techni-
cally feasible today, there are no tools at present to test
prior to implementation whether a suggested system
is appropriate. Also comparing different systems with
respect to their effectiveness is currently not possible.
This is of particular interest as the main target groups
such as older persons will not use a system unless its
usage is intuitive and simple.

For financial reasons virtual infrastructures are nec-
essary for such tests. In these virtual environments test
persons can be exposed to navigation tasks and their
success in fulfilling these task using the navigation
aid can be measured. A number of different virtual
representations have been used in this respect ranging
from desktop visualization to immersive virtual envi-
ronments. It has been seen in experiments that a high
degree of immersion is necessary to be able to draw
valid conclusions (see [BSS+13] for a recent review
in this respect).

In order to realize such immersive environments
there are two options: Kretz et al. used telepres-
ence conveyed via a head mounted display [KHR+11].
Here the participant walks normally and her motion is
fed back to the virtual environment. In such a setting
smartphone usage cannot be incorporated realistically.

The second option is to use a CAVE environment
which attains the immersion via shutter glasses inside
a room onto whose walls the virtual infrastructure is
projected upon. Interaction with smartphones works
as in reality in such a setting as the shutter glasses are
no obstacle for natural vision.

Still, in this setting the question arises how the par-
ticipants navigate in the model, as the represented

model is typically larger than the CAVE and natural
walking is limited to a short distance by the exten-
sion of the CAVE. Often this is accomplished using
a joystick or a similar pointing device. However, such
a hand-held device is not desirable when participants
need to interact with the smartphone app or, when in a
travel setting, they potentially carry a suitcase, a ticket
or other items.

Additionally it is known that the degree of immer-
sion increases with the level of physical effort neces-
sary to navigate [SUS95]. Also the perception of trav-
eled distances is distorted if it is restricted to the visual
sense.

Therefore, in this paper a method using the Mi-
crosoft Kinect for the navigation based on simple and
intuitive walking related gestures is described. To per-
form the gestures, the participants walk on the spot.
During this activity they can naturally interact with
both the static as well as the mobile guidance systems
in a realistic fashion. The paper extends the work pre-
sented in [BSS+13] by providing a more detailed de-
scription of the navigation method and the system cal-
ibration process.

As a further contribution of the paper, methods for
automatic data collection and preprocessing are de-
scribed in detail. Within the environment a number
of different sensing options have been implemented in
order to measure the reactions of the test persons in-
cluding interaction with the smart phone, the path ac-
tually taken and video data potentially including eye
tracking measurements. This allows the evaluation of
the effectiveness of indoor navigation systems in the
planning phase.

2 Related Work

Many traveling techniques and navigation methods
have been developed for immersive virtual environ-
ments. Obvious options like pointing based methods,
often in combination with a joystick or a wand, were
already described over two decades ago. Some of them
are summarized by Ware and Osborne [WO90]. More
recent overviews categorize existing travel methods
like the ones from Bowman [BKH97], [BKLP05] and
Mine [Min95].

Mechanical locomotion interfaces can be used, such
as 1D or 2D treadmills or large hollow rotating
spheres the user walks in. Among others, Iwata et
al. developed several innovative locomotion inter-
faces like treadmills or moving tiles [IYFN05]. Cyber-
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Sphere [FRE03] and Cyberwalk [STU07] are special
platforms that allow the user to walk within a virtual
environment. While the former system uses the rotat-
ing sphere, the latter one employs balls which are actu-
ated by a belt on a turntable. However, these locomo-
tion systems require a huge mechanical effort and in
practice are often more difficult to use than one would
expect. In addition they still cannot reduce simulator
sickness problems because the real physical and vir-
tual visually perceived accelerations do not match.

Bourdot et al. use a stateless approach where dif-
ferent zones for the user’s position are used for spe-
cial behavior of the navigation [BDA99]. Leeb et al.
describe a simple VR navigation with a brain com-
puter interface by measuring neural impulses with an
electroencephalogram [LSFP07]. However, the setup
time is long, navigation is very limited and lengthy and
physical motion is strongly restricted.

LaViola et al. describe multiple hands-free tech-
niques for multiscale ground based walk navigation
and also address the problem of a missing back wall
in a CAVE [JFKZ01]. By amplifying the mapping of
the user’s orientation, 360 degree views become pos-
sible. They also introduce a pair of special slippers for
the navigation task. Their setup uses a magnetic track-
ing system and the user is required to wear a belt for
the tracking of the waist in addition to head tracking.

Adamo-Villani et al. developed and evalu-
ated a travel interface using stepping on a dance
mat [AVJ07]. Beckhaus et al. also used a dance mat
and developed a chair interface for traveling [BBH05].
This hands-free method of navigation is not very nat-
ural and the user is distracted heavily by choosing
the correct floor button for traveling actions. These
techniques do not cover the experiences of a physi-
cal movement with the possibility to precisely estimate
the traveled distance.

Recent articles describe experiments with the Mi-
crosoft Kinect as natural user interface for CAVEs.
For example Jung et al. use the Kinect in combination
with a Nintendo Wii controller for traveling in virtual
worlds [JKS11]. Other techniques use hand and arm
gestures for navigation and traveling tasks.

None of these approaches realize a true hands-free
navigation that is intuitive, allows interaction with a
smartphone and the carrying of suitcases and the like
while at the same time allowing to estimate the trav-
eled distance realistically. Therefore a new approach
has been developed which is presented in detail in the

following sections 1.

3 The Setup

3.1 The DAVE

Figure 1: Scheme of the architecture of the Defi-
nitely Affordable Virtual Environment (DAVE). Large
mirrors are used to minimize the required space for
the setup. Schematically: tracking and cameras
(turquois), projector synchronization (magenta), video
signal (blue) and network (green).

The Definitely Affordable Virtual Environment
(DAVE) is an immersive projection room with three
side walls and one floor projection [FHH03, LSF08].
The projection screens are 3.3 meters wide and 2.7 me-
ters high (see Figure 1). Stereoscopic shutter glasses
are used, similar to the ones also known from 3D TV
sets or 3D cinemas. In addition, an optical head track-
ing system allows a correct parallax and an undistorted
view for the main user. The user can simply walk
around an object to see it from all sides. A big ad-
vantage compared to most head mounted displays is
the very wide field of view. Such a CAVE provides the
most visually convincing immersive experience.

However, natural walking is very limited due to the
small room size and no haptic feedback is available.
In order to explore a larger 3D world, navigation or so
called travel techniques as mentioned in the last sec-
tion are necessary. By mostly using standard hardware
components the system as well as its upgrades over

1The basics of the approach have also been included in
[BSS+13]
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time are cost effective. Large mirrors are used to fold
the light paths from the projectors to the screens in
order to minimize the necessary room size. In order
to track objects or the user’s head, multiple reflective
markers are rigidly attached to objects or the glasses.

These passive markers are detected by multiple
cameras and their position is computed by triangula-
tion. Since identical markers are used identification is
only possible with heuristic estimations or a fixed con-
stellation of markers, called ’target’ below. At least
three markers are necessary to compute all six degrees
of freedom of an object.

In our current setup the cameras are attached above
the screen and the limited field of view also restricts
the possible tracking volume. It is mainly used and
optimized for head and hand tracking and the perfor-
mance is limited for objects close to the floor such as
for foot tracking. In addition, the rather low power in-
frared lighting setup prevents marker detection during
fast motions. With one target attached to the glasses
the system determines the position and orientation of
the main user’s head. From this information it is pos-
sible to estimate the position of the user’s eyes. A
dynamic asymmetric view frustum is used to provide
undistorted stereoscopic imagery to the main user.

3.2 Installation of the Kinect Sensor

The spatial restrictions of the DAVE system leaves
three options for the placement of the Kinect Sensor:

• At the ceiling, similar to the floor projection using
a mirror

• At the back opening of the DAVE

• Above the front wall

To evaluate the suitability of these positions the
resulting data of the Kinect are analyzed with the
test application ’SkeletalViewer’ which is part of Mi-
crosoft’s software development kit to visualize recog-
nized skeletons. The application also shows the cam-
era image and depth map. The position at the ceiling,
next to the floor projector implies viewing angle much
too steep for the recognition of the user standing in the
DAVE (see Figure 2). The test application is not able
to stably reconstruct a skeleton for that angle.

Placing the Kinect at the back opening of the DAVE
gives much better results for the recognition of skele-
tons. Users are visible from the back and the software
is assuming to see them from the front. This is not

an issue for the navigation control. The setup has two
disadvantages. First, observers at the outside of the
DAVE might occlude the participant. For user studies
this would be a problem due to the spatial restrictions
of the current DAVE location. Second, the recognition
of arm gestures is very limited because the body of the
test user occludes the arms in many situations.

In the third configuration the Kinect is placed on
top of the front wall (see Figure 3). The viewing angle
to the user is again rather steep, but still acceptable
for the recognition of the skeleton. The participant is
completely visible only if she stands about 1.5 m away
from the front wall. If she moves closer, the feet and
legs are outside of the viewing frustum of the Kinect
sensor. The person is never occluded by observers and
also her arms are visible as long as she is facing the
front wall. Therefore this position for the Kinect is
judged as the most suitable and used subsequently.

Both the Kinect sensor as well as the optical track-
ing system use infrared light for sensing. However,
with the chosen position, all sensors do not directly
see the light sources of the other system respectively,
so that they do not interfere and can be used in parallel.

4 Implementation

4.1 Kinect Application

For accessing and controlling the Kinect the Microsoft
software development kit (SDK) is used. To ac-
quire the skeleton data from the Kinect and use it in
the DAVE applications, the test application ’Skele-
talViewer’ is adapted. The application shows the cam-
era output and depth image and also any detected
skeletons. The recognized skeleton data consists of
twenty 3D points for twenty joints of the human body.
Arms and legs are divided into three segments, the
head is one segment and the hip consists of two seg-
ments. With our modification the joints data is made
available over a standard TCP/IP socket to the DAVE
controller application. This is done analogously to the
optical tracking system.

4.2 Calibration of the Kinect

The test application works within the coordinate sys-
tem of the Kinect. 3D data is sent without any modifi-
cation. To match the coordinate system of the DAVE,
a transformation matrix composed by two small rota-
tions ( < 45◦) and a translation is defined. Scaling
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Figure 2: Sample screen shot of the test application ’SkeletalViewer’ when the Kinect is placed at the ceiling
of the DAVE.

Figure 3: Sample screen shot of the test application ’SkeletalViewer’ when the Kinect is placed above the front
wall.

is not necessary as both coordinate systems use meter
as their unit. To calibrate the Kinect the already cal-
ibrated optical tracking system of the DAVE is used.
Using the knowledge of the head position in both sys-
tems it is easy to calculate the required transforma-
tion. The user has to stand in the middle of the DAVE
with her arms spread to form a T-shape. Now the head
position and the midpoint of the feet represent the up
vector of the Kinect coordinate system and the elbow
joints can be used to calculate a vector pointing to the
right. Those two vectors are used to calculate the pitch
and yaw rotation. The latter is necessary because the
Kinect is not placed at the exact center of the front
wall. Finally, a translation offset is calculated using
the rotated head joint of the Kinect data and the head

position of the optical tracking. While other meth-
ods can lead to a much more accurate registration, this
method is already sufficient for our purposes.

4.3 Test Data for Development of Movement
Gestures

To develop a gesture for forward movement test data of
people walking in place in the DAVE is collected. The
participant is told to walk slowly for 30 seconds and
then walk faster for another 30 seconds. The joints po-
sitions are recorded and analyzed for obvious repeat-
ing patterns. The positions of the feet turn out to be
too noisy to be usable. The knees positions show a
more favorable pattern. Figure 4 shows the up/down
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motion (blue) of the knees and the forward/backward
motion (green). It also shows the same data for the an-
kle (red and turquoise). Even a simple sign function of
the knee position relative to the respective mean shows
a distinct pattern (yellow and pink). The movement
gesture thus is based on this observation.

4.4 Navigation Control Module

The navigation control module consists of two func-
tions:

1. Rotation, centered at the participant

2. Moving forward

The rotation is realized using a combination of the
shoulder joints and the hip joints. Shoulder orienta-
tion weighs twice the hip orientation. If the user ro-
tates her shoulders to the left, the navigator starts ro-
tating the world to the right. By also rotating the lower
body to the left, the speed of rotation to the right is in-
creased. This technique allows the user to freely look
around without influencing navigation. Visual feed-
back is given in the form of an arrow on the floor point-
ing towards the recognized direction. As the Kinect
can only recognize the skeleton of a person if the legs
and arms are not occluded, the maximal allowed ro-
tation angle is less than 45 degree. If the person is
facing one of the side walls, self-occlusion prevents
the Kinect to accurately determine the correct rotation
angle.

To move forward in the virtual world, the user has
to physically move his legs up and down. The sign
change of the local distance of the knees in the direc-
tion of traveling is used to trigger impulses of move-
ment (pink plot in Fig. 4). The height of the feet influ-
ences the amount of force for the impulse, simulating
the fact that a tall person makes larger steps. To pre-
vent a jerky movement, the forward motion does not
stop abruptly but simulates a simple kind of inertia as
long as the legs are moving. Otherwise, a damping
actively slows down the forward motion.

4.5 Inclusion of Indoor Navigation on Smart-
phones

In the DAVE environment the display of a smartphone
is not occluded by the shutter glasses. Thus interaction
with the smart phone is as natural as in reality. Via
the tracking system the position of the user in the vir-
tual infrastructure as well as the direction of the head

are known. This information can be used to adjust the
location (in 3D also accounting for the floor level in
a multi-story infrastructure) and viewing angle in the
navigation app.
Additionally random noise or imprecision can be
added to the position and viewing angle supplied to
the app at will mirroring imprecision of real localiza-
tions of smartphones. As not only the current position
is known but also the location history a great num-
ber of different localization techniques can be imple-
mented such as proximity sensing where the location
is provided by information of being close to beacons
provided via near field communication. In this way
smartphones can also interact with the virtual repre-
sentations of dynamic screens and info boards.
While the user interacts with the smartphone, detailed
data on the interaction can be collected easily. This
makes it possible to monitor which functionality of the
app are accessed at all, how the user uses the app and
where she requests which information. This makes a
detailed analysis of the usability of the app possible.

4.6 Data Collection and Organization

The measurement of smartphone interactions provides
essential information for the evaluation of indoor nav-
igation systems albeit requiring that appropriate con-
text information is at hand.
In the established setup the required context informa-
tion can be acquired from multiple data sources en-
abling inter alia the following work flow: The par-
ticipant is asked to complete a survey before entering
the DAVE to obtain e.g. socio-demographic informa-
tion as well as her previous experience with navigation
systems. Then while the person is within the DAVE
she is asked to perform a set of given tasks in the vir-
tual infrastructure (e.g. find the next newspaper kiosk,
buy something to eat), while at the same time a num-
ber of measurements are carried out. The participant’s
trajectory and viewing angle provide essential con-
text information which is easily acquired by the nav-
igation system. In addition the person’s thoughts are
recorded using a dictaphone by asking her to articulate
her thoughts loudly while navigating within the envi-
ronment (thinking out loud technique). Furthermore a
human observer observing the DAVE from the outside
(via the missing back wall) documents anything which
might be of interest by creating annotations making
use of a shadowing tool [MRSF12]. Finally after hav-
ing completed her given tasks, the participant exits the
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Figure 4: Selected test data of a person walking in place, recorded by the Kinect at 30 Hertz.

DAVE and fills out another survey thereby document-
ing her newly acquired experiences.
Once the measured data is collected and centrally
stored, an integrated consolidation of all measured
data is essential for the subsequent analysis, implic-
itly demanding that synchronization amongst all data
acquiring entities is guaranteed. Technically this re-
quirement is fulfilled by utilizing the Network Time
Protocol and by manual clock adjustment required for
the dictaphone capturing the thinking out loud record-
ings. Once synchronization is carried out and the ex-
periment is conducted in a pipelined fashion, the ac-
quired data can be automatically assigned to the re-
lated participant resulting in storing the data in an or-
ganized way.
A detailed analysis of measured data of a large num-
ber of participants is cumbersome and requires a sig-
nificant amount of work and effort. However such a
detailed analysis might not always be required. For
instance verifying that an indoor navigation system
did not work as expected at specific locations can be
verified without the necessity of detailed analysis, but
rather by simply having an integrated view on the data.
Due to this reason and to provide support for the anal-
ysis in general the application DataCockpit has been
developed.
DataCockpit is best explained in comparison to a mul-
timedia player application, which supports the repre-
sentation of synchronized audio, video and possibly
subtitle content. But whereas a multimedia player is
restricted to representing only those contents, Data-
Cockpit allows the representation of a much wider

range of content, including annotations, trajectories as
well as smartphone interactions. Furthermore the ex-
traction of valuable information, which can only be at-
tained from an integrated view, is laborious and can
be greatly eased by using the application. For instance
the extraction of the time spent walking from point A
to point B can be extracted in DataCockpit fast and
comprehensible by making use of its functionality and
integrated data view.
Figure 5 depicts a screen shot of the application rep-
resenting measurement data of one participant at a se-
lected point in time. The red line represents the partic-
ipant’s trajectory and the yellow cone shows the per-
son’s current line of sight. Along the trajectory, flags
are shown indicating the participant’s position when
the annotations or smartphone interactions were cap-
tured. Furthermore beneath the infrastructure plan the
chronology of those annotations and smartphone inter-
actions is shown. Finally the list on the right provides
an overview of the annotations and smartphone inter-
actions and the related functionality to insert, delete,
alter and to organize those by defining categories (e.g.
external annotations).
The application provides the functionality to represent
(to play) the acquired data or seek within it, either by
time through double clicking on the presented time
line (green bar at the bottom) or by space through dou-
ble clicking within the infrastructure plan seeking to
the nearest position of the participant’s trajectory.
DataCockpit is written in Java and makes use of
the Xuggler[Con11] library, thereby providing a large
range of support for audio and video codecs. Its ar-
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Figure 5: DataCockpit representing measurement data of one participant.

chitecture has been designed to aid the integration of
additional data sources (e.g. eye tracking information)
which can be carried out easily enabling an integrated
view.

5 Pilot-Study

The development of the navigation method was fol-
lowed with a series of tests in order to evaluate the
usability and validity of the method. To this end three
tests have been performed using two different groups
of users:

1. Usability test.

2. Comparison to navigation using joystick.

3. Validation of distance, timing and directional es-
timation in the DAVE environment.

The first two tests were conducted in a test set-
ting that is depicted in Figure 6. Here the first test
was directed towards exploring the intuitiveness of the
method of navigation. The main questions answered

by this test was whether a short explanation of the nav-
igation method was sufficient for the test persons to
complete complex navigation tasks. In this respect test
participants were asked to follow a particular walking
path in the virtual world shown in Figure 6 with 13 m
distance between the arches and the column. The path
involved circling the column three times and walking
under both archways two times. A recorded walking
path is depicted in Figure 7. The minimum walking
path in this scenario amounts to approximately 100 m.

All 39 persons involved in this experiment com-
pleted the test successfully. The average path length
amounted to 182 m (with a standard deviation of 37
m) ranging from 135m up to 324 m indicating that the
test persons took some detours. On average the partic-
ipants needed 263 seconds to complete the task with
an average speed of 0.75 m/s. This is about half the
speed typical given as the mean speed (i.e. 1.34 m/s).
If one calculates the speed only on the second half of
the sample for each participant, then the average speed
amounts to 0.96 m/s which is closer to the expected
speed considering also that the task involves turning
movements. A 2d-histogram of the corresponding tra-
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8 - 15 m

2 m

Start

Figure 6: Simple test scenario for the pilot study. The
distance of the round column is adjustable between 8
and 15 meters.

jectories with a spatial resolution of 25 cm is provided
in Figure 8. The smaller speed in cornering the column
(upper part of the figure) and the two archways (lower
part of the plot) is clearly visible. One can also observe
some outliers representing longer detours of persons
due to initial difficulties in mastering the maneuver-
ing. This shows that while there is some learning in-
volved, the navigation method is intuitive enough such
that complex tasks can be executed without requiring
long training.

The second step in the validation of the navigation
method was to compare the method to navigation us-
ing a joystick. For this test the distance of the col-
umn in scenario Figure 6 was adjusted between 8 and
15 meters. In this way the distance perception can
be tested with different lengths. The main hypothesis
tested here is that distance perception is more accurate
if navigation is performed using the suggested method
in comparison to navigation using the joystick.

A total of fourteen users (4 female, 10 male) at-
tended the pilot study. Before walking through the
virtual world the participants were asked to estimate
a distance of 6 meters in the real world only by vi-
sion in order to assess the individuals ability to esti-
mate distances. As typical for such tasks the persons
underestimated the length: the median estimation was
5.19 meters with a standard deviation of 0.7 m. The
mean absolute percentage error was 15.6 %. Partici-
pants were not told the true distance to avoid an influ-
ence of the estimation in the virtual world.

Figure 7: Recordings of a user walking the simple test
scenario. The distance of the round column is set to
13m.

The task in the DAVE was to walk through one of
the archways, turn around at the column and walk
back through the other archway. Seven persons used
the Kinect navigation method and the other seven a
pointing device. So half of the participants had to
move their legs to move forward and the other half
just pressed a button. Afterwards the participants were
asked two questions:

• Did you have difficulties navigating through the
archway?

• How long is the distance from the archway to the
column?

All of the participants had no problem navigating
through the archway. The estimation of the distance to
the column is shown in Table 1.

The average error in estimating the distance is
23.1%. For the joystick navigation only it is 20.9% and
for the Kinect navigation only it is 25.2%. The Kinect
navigation thus had no relevant effect on the ability to
estimate distances. Potentially the test scenario was
not elaborate enough for the walking movement to im-
pact distance cognition. Most of the participants esti-
mated the distance by looking at the geometry and not
by the walking time or physical stress. A test with a
longer travel distance should be used in further studies.

The third test was performed as a sequel to the first
test. The main hypothesis there was that perception of
distances, timing and directions in the DAVE does not
differ significantly from perception in the real world.
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Person Navigation actual estimated Difference (m) Real world
distance (m) distance (m) estim. of 6 m

1 Kinect 15 12.0 3.0 4.40
2 Kinect 15 12.0 3.0 4.72
3 Kinect 10 10.0 0.0 4.50
4 Kinect 15 10.0 5.0 5.15
5 Kinect 15 7.0 8.0 5.60
6 Kinect 15 20.0 5.0 4.65
7 Kinect 15 17.5 -2.5 5.15
8 Joystick 10 7.0 3.0 5.32
9 Joystick 15 13.0 2.0 4.80
10 Joystick 15 13.0 2.0 6.25
11 Joystick 15 12.0 3.0 5.10
12 Joystick 10 8.0 2.0 4.40
13 Joystick 10 13.0 -3.0 6.48
14 Joystick 15 12.0 3.0 6.18

standard deviation, total: 2.86, Kinect: 3.47; Joystick: 2.14

Table 1: Estimated distance in meters in the virtual world.

Figure 8: 2D-histogram of user trajectories in the sim-
ple test scenario.

The test was executed in a classical parallel experi-
ment setting with a subset of 21 persons performing
the tasks in the DAVE and the remaining 14 persons in
the corresponding real environment (four subjects did
either not show up for the second part of the test or did
not complete the test due to cyber sickness). The main
finding in this respect were that statistical tests did not
find any significant differences in perceptions. Details
are documented in [BSS+13].

6 Conclusion

In this paper an approach for hands-free navigation in
an immersive environment has been described.

Using the Microsoft Kinect in the four-sided DAVE,
a method for navigation and movement controls using
the user’s gestures and postures is designed and imple-
mented. Compared to other solutions, the installation
of the Kinect sensor is inexpensive and can be realized
in limited space. As the proposed technique is com-
pletely vision-based, the user does not have to learn
how to use a new device. Only a short learning phase
of body movements is needed. This is a more intuitive
interaction and more related to real walking than com-
monly used approaches based on special input devices
(3D joystick, cyber gloves, etc.), which compromise
the user’s VR presence.

The approach is already implemented and tested
with respect to the perceived realism. However, the
sample sizes and the number of scenarios tested are
rather limited. Therefore additional experiments are
needed. The perception of distances and walking time
will be the focus of further investigations in this re-
spect.

The new navigation method builds the cornerstone
for a test lab that is used to evaluate the effectiveness of
smartphone based indoor navigation systems. In this
respect the measurement setting as well as the integra-
tion of indoor navigation systems has been described

urn:nbn:de:0009-6-38812, ISSN 1860-2037
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above. Therefore the DAVE is fully equipped to be
used as a lab for testing usability of indoor navigation
systems.
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